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ABSTRACT: Deepfakes, which are synthetic media realistic in nature generated using artificial intelligence (AI); pose a significant 

threat to individuals and society. The rapid advancement of deepfake technology has led to the creation of highly realistic synthetic 

content covering images, videos, audio, and news. While deepfake applications offer creative possibilities, their misuse for 

misinformation, identity fraud, and cybersecurity threats necessitates robust detection methods. Deepfake crimes are rising daily, 

wherein deepfake media detection has become a big challenge and has high claim in digital forensics. This review explores the 

state-of-the-art deep learning (DL) techniques for deepfake detection of four parameters, namely images, videos, audio, and news. 

The ML approaches rely on handcrafted features but struggle with evolving deepfake methods. In contrast, DL techniques, such as 

Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTM) networks, have demonstrated superior detection 

accuracy by learning discriminative features. Even Recurrent Neural Networks (RNNs), and Transformer-based architectures like 

Bidirectional encoder representations from transformers (BERT), have demonstrated superior accuracy in identifying manipulated 

content. Furthermore, recent advancements such as Vision Transformers (ViTs) and Explainable AI (XAI) models are enhancing 

detection interpretability and robustness. This review highlights the future research directions for strengthening deepfake detection 

mechanisms. The rapid advancements in deepfake generation necessitate continuous research and development of countermeasures. 
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1. INTRODUCTION  

The proliferation of deepfake technology has raised 

significant concerns regarding digital media authenticity. 

Deepfake images and videos are two categories, generated 

using deep learning models like generative adversarial 

network (GANs) and variational autoencoders (VAEs), 

which produce hyper-realistic synthetic content that is 

difficult to distinguish from real images (Goodfellow et al., 

2014). The rise of deepfakes has led to threats in areas such 

as political misinformation, biometric security, and privacy 

infringement (Nguyen et al., 2020). Therefore, developing 

effective detection mechanisms is crucial to mitigating their 

risks. The GANs consist of two neural networks: a generator 

that creates synthetic media and a discriminator that 

distinguishes between real and fake content. Through 

adversarial training, the generator learns to produce 

increasingly realistic deepfakes, while the discriminator 

improves its ability to detect them. Autoencoders, on the 

other hand, learn compressed representations of data, which 

can be used to generate new instances. These techniques are 

constantly evolving, leading to increasingly sophisticated 

deepfakes that are difficult to detect (Abdulreda and Obaid, 

2022). 

Third category, deepfake news refers to artificially generated 

or manipulated news content designed to deceive audiences 

by presenting false or misleading information as factual. The 

emergence of sophisticated AI models, such as GANs and 

autoregressive transformers, has enabled the seamless 

creation of fake news articles and multimedia content (Zellers 

et al., 2019). The proliferation of deepfake news has far-

reaching consequences, including influencing political 

elections, manipulating public perception, and spreading 

misinformation in crises (Shu et al., 2020). Fourth category, 

deepfake audio refers to artificially generated or manipulated 

speech that mimics a real person's voice with high accuracy. 

The emergence of deep learning models, such as WaveNet, 

GAN-based speech synthesis, and text-to-speech (TTS) 

systems, has enabled the seamless generation of synthetic 

audio content (Oord et al., 2016). The spread of deepfake 

audio has far-reaching consequences, including 

impersonation fraud, misinformation campaigns, and 

potential threats to national security (Kreuk et al., 2020). 

Given these threats, robust detection mechanisms leveraging 
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ML and DL models are crucial to mitigating the risks 

associated with deepfake audio. 

 

2. INSTRUMENTAL METHODS FOR DEEPFAKE 

DETECTION  

2.1.1. Approaches based on Deep Learning  

Deep learning models have significantly improved deepfake 

detection by automatically extracting high-dimensional 

features from images. Convolutional Neural Networks 

(CNNs) have been widely used for deepfake image 

classification due to their ability to detect spatial 

inconsistencies and subtle artifacts in synthetic images 

(Chollet, 2017). Popular CNN architectures include 

XceptionNet, which demonstrated high accuracy in deepfake 

detection tasks by leveraging depthwise separable 

convolutions (Nguyen et al., 2020), whereas ResNet and 

EfficientNet is employed for multi-scale feature extraction 

and robust classification. Recurrent Neural Networks (RNNs) 

and Long Short-Term Memory (LSTM) are employed to 

analyze sequential dependencies in deepfake images and 

videos. They are particularly effective in detecting temporal 

inconsistencies such as flickering or unnatural facial 

expressions (Guo et al., 2021). The GANs are primarily used 

to create deepfakes, they can also be leveraged for detection 

by training adversarial models to differentiate real and 

synthetic images. Adversarial training improves robustness 

against evolving deepfake generation techniques (Tolosana et 

al., 2020). 

The CNNs have been adapted for text-based tasks by 

identifying distinguishing patterns in word embeddings 

(Zhang et al., 2015). The CNN-based classifiers have 

demonstrated strong performance in detecting textual 

manipulations. The RNNs and LSTMs capture sequential 

dependencies in text, making them well-suited for analyzing 

linguistic patterns in fake news articles. Transformer 

architectures, such as BERT and Generative Pre-training 

Transformer (GPT), have significantly advanced the field of 

fake news detection by leveraging attention mechanisms to 

capture contextual relationships across words (Devlin et al., 

2019). Pretrained language models fine-tuned on fake news 

datasets have achieved state-of-the-art performance in 

detecting manipulated content. 

The CNNs have been applied to spectrogram representations 

of speech, enabling the detection of anomalies in frequency 

patterns (Tak et al., 2021). The CNN-based classifiers have 

shown strong performance in detecting inconsistencies 

introduced by synthetic speech models. The RNNs and 

LSTMs are well-suited for sequential data processing and 

have been used to analyze temporal dependencies in speech 

patterns. These models help detect unnatural fluctuations in 

prosody and speech rhythm (Jia et al., 2018). Transformer 

architectures, such as wav2vec and SpeechT5, have advanced 

deepfake audio detection by leveraging self-attention 

mechanisms to capture long-range dependencies in speech 

signals (Baevski et al., 2020). Pretrained models fine-tuned 

on deepfake datasets have achieved state-of-the-art 

performance in synthetic speech detection. 

2.1.2. Approaches based on Machine Learning  

Machine learning techniques were among the earliest 

approaches to deepfake detection, primarily relying on 

feature extraction and classification models. Traditional ML 

techniques use handcrafted features such as texture 

descriptors, frequency domain analysis, and facial landmarks 

to identify inconsistencies in deepfake images (Agarwal et 

al., 2020). Handcrafted features, including lexical, syntactic, 

and semantic cues, have been widely used in ML-based fake 

news detection (Rubin et al., 2016). Term Frequency-Inverse 

Document Frequency (TF-IDF) measures the importance of 

words in a document relative to a corpus, sentiment analysis 

identifies emotional cues and biases in text and readability 

scores evaluates complexity using metrics such as Flesch-

Kincaid readability tests. Other handcrafted features, such as 

spectral and prosodic cues, have been widely used in ML-

based audio deepfake detection. Mel-Frequency Cepstral 

Coefficients (MFCCs) captures the spectral properties of 

speech signals, Linear Predictive Coding (LPC) models the 

vocal tract's characteristics and Pitch and Formant Analysis 

identifies unnatural variations in voice modulation. 

Commonly used feature descriptors include, Local Binary 

Patterns (LBP), which captures texture variations in facial 

images (Li et al., 2019), histogram of Oriented Gradients 

(HOG) detects edge-based inconsistencies and wavelet 

Transforms analyzes frequency domain artifacts in synthetic 

images. Once features are extracted, classification models 

such as support vector machine (SVMs), decision trees, and 

ensemble methods like Random Forests are applied to 

distinguish between real and fake images. However, 

handcrafted feature-based methods often struggle with 

generalizing to new deepfake architectures due to the rapid 

evolution of synthesis techniques. 

2.2.3. Approaches based on Emerging Techniques (ET) 

As DL models become increasingly complex, their 

interpretability is crucial for enhancing trust and reliability. 

Explainable AI (XAI) techniques, such as attention 

visualization and Shapley Additive Explanations (SHAP), 

provide insights into how AI models make predictions, 

improving user trust in automated fake news detection 

(Arrieta et al., 2020). Layer-wise relevance propagation 

(LRP), provide insights into model decision-making, 

enhancing reliability in deepfake detection (Arrieta et al., 

2020). The XAI techniques help in understanding how 

models differentiate real from fake images, increasing trust in 

AI-based detection systems (Rai et al., 2022). Given that 

deepfake news often incorporates manipulated images and 

videos, multimodal detection models that integrate textual 

and visual features are gaining traction. Techniques such as 

Vision-Language Transformers (e.g., CLIP) can analyze both 

textual and visual cues to enhance deepfake news detection 



“A Comprehensive Review of Deepfake Detection Pertaining to Images, Videos, Audio, and News using Deep 

Learning Techniques 

4537 , ETJ Volume 10 Issue 04 April 2025 1 Vakdevi Vallabhaneni 

 

accuracy (Radford et al., 2021). Recent research has explored 

Vision Transformers (ViTs) for deepfake detection, as they 

capture long-range dependencies in images more effectively 

than CNNs (Dosovitskiy et al., 2021). The ViTs have 

demonstrated promising performance in detecting deepfake 

artifacts that CNNs may overlook. Deepfake content often 

combines manipulated audio with video, multimodal 

detection models integrating speech and facial expressions 

are gaining traction. Models such as Audio-Visual 

Transformers (e.g., AV-Hubert) can analyze both speech and 

lip movements to enhance detection accuracy (Shi et al., 

2022). Table 1 presents the overview of the few results 

reported on the detection of deepfake videos, image, audio 

and text. 

 

Table 1. Overview of the few results reported on the detection of deepfake videos, image, audio and text. 

S No Title/description Methods 

employed 

Datasets used Findings Reference 

1 Deepfake: A Survey on Facial Forgery 

Technique Using Generative Adversarial 

Network 

CNN and LSTM Face2Face, 

Reddit user 

deepfakes 

95% (Yadav and 

Salmani, 2019) 

2 Presenting a temporal aware method for 

detecting automatically. 

CNN and RNN Deepfake-

TIMIT and 

FaceForensics+

+ 

High 

accuracy 

(Güera and 

Delp, 2018) 

3 Using a pre-trained CNN to collect face 

characteristics to extract hidden features. 

CNN Celeb-DF 

Dataset 

High 

accuracy 

(Karandikar et 

al., 2020) 

4 Providing a SCNN approach for detecting 

face modification techniques deepfakes. 

CNN Deepfake-

TIMIT 

dataset, 

FaceForensics+

+ 

dataset, and 

DFDC 

Preview dataset 

High 

accuracy 

(Xu et al., 2021) 

5 Developing a frequency-based CNN 

method. 

Frequency CNN FaceForensics+

+ and Celeb-

DF (v2) 

dataset 

Strong 

robustness 

(Kohli and 

Gupta, 2021) 

6 Proposing feature transfer, a technique 

based on unsupervised domain 

adaptation. 

CNN + BP-DANN Deepfake-

TIMIT + 

FaceForensics+

+ 

Solved the 

overfitting 

problem 

(Chen and Tan, 

2021) 

7 Using a binary classifier trained by a 

CNN. 

CNN Milborrow 

University of 

Cape Town 

dataset 

97% (Zhang et al., 

2020) 

8 Presenting an expectation–maximization 

method trained to identify and extract a 

fingerprint. 

Expectation– 

maximization 

+ CNN 

The FACE 

APP, a 

dataset, and 

CELEBA 

images 

93% (Guarnera et al., 

2020) 

9 Suggesting an approach with an effective 

end to end false face detection pipeline 

that can identify fake face pictures. 

GAN HFM dataset 72.50% (Lee et al., 

2021) 

10 Using the image saliency to determine the 

texture depth and pixel difference 

between 

actual and fake facial images. 

CNN + simple 

linear iterative 

clustering 

Faceforensics+

+ 

dataset 

99% (Yang et al., 

2021) 
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11 FaceForensics++: Learning to Detect 

Manipulated Facial Images 

1.Xception net 

(CNN) 2.LSTM 

FaceForensics+

+ 

81% (Rossler et al., 

2019) 

12 Proposing a deep CNN-based visual 

speaker authentication method. 

Deep CNN GRID dataset 

and 

MOBIO 

dataset 

High 

accuracy 

(Yang 

et al., 2020) 

13 Using the similarities between 

audiovisual 

modalities and the similarity between 

affective cues. 

RNN + 

LSTM+ 

TIMIT and 

DFDC 

dataset 

84.40% (Mittal et al., 

2020) 

14 Suggesting a system that can differentiate 

between actual and synthetic speech in a 

group conversation. 

CNN + RNN FakeOrReal 

dataset + the 

AMI 

Corpus dataset 

NLP showed 

93% 

accuracy in  

conversion. 

RNN model 

showed 80% 

accuracy in 

speaker 

labeling. 

(Wijethunga 

et al., 2020) 

15 Providing a collection of characteristics 

built on the notion of describing the 

speech as an auto-regressive mechanism. 

LSTM The ASVSpoof 

2019 

logical access 

audio 

dataset 

High 

accuracy 

(Borrelli et al., 

2021) 

16 Exploiting a neural attention on top of the 

LSTM to fuse text features, social context 

and image features. 

Att-RNN Two 

multimedia 

rumor datasets 

collected from 

Weibo and 

Twitter 

High 

accuracy 

(Jin et al., 2017) 

17 Newly proposed Fake News Detection by 

comprehensively mining the Semantic 

Correlations between Text content and 

Images attached (FND-SCTI) is able to 

effectively capture the semantic 

correlations across multimodalities, and 

achieves the state-of-the-art performance. 

Fake News 

Detection by 

comprehensively 

mining 

the Semantic 

Correlations 

between Text 

content and Images 

attached 

Twitter 

and Weibo 

datasets 

outperforms 

other 

competitive 

approaches 

(Zeng et al., 

2021) 

18 This study proposed an ensembling of 

Deep learning and Transformer based 

feature to identify fake news. Proposed 

architecture is experimented on 3 public 

datasets out of which , it outperfromed on 

two datasets. 

CNN, BiLSTM, 

Multilayer 

perception, GloVe 

and Transformer 

BERT 

publicly 

available 

datasets 

f1-score of 

96.03% 

and 74.24% 

(Reddy et al., 

2024) 

19 This work proposed a novel hybrid deep 

learning model that combined 

convolutional and recurrent neural 

networks for fake news classification. 

Further experiments on the generalization 

A hybrid CNN-

RNN 

ISOT and FA-

KES 

Promising 

results 

(Nasir et al., 

2021) 
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of the proposed model across different 

datasets, had promising results. 

20 The proposed study used CNN, 

Bidirectional LSTM, and ResNet 

combined with pre-trained word 

embedding, trained using four different 

datasets. 

CNN, 

Bidirectional 

LSTM, and ResNet  

 Four different 

datasets. 

The results 

showed that 

the 

Bidirectional 

LSTM 

architecture 

outperforme

d CNN and 

ResNet on all 

tested 

datasets. 

(Sastrawan et 

al., 2022) 

 

As was cited in Table 1, Yadav and Salmani (2019) reported 

95% accuracy in deepfake video detection making use of 

CNN and LSTM with Face2Face, Reddit user deepfakes 

datasets. In a study conducted by Guera and Delp (2018b), 

RNN and CNN were employed with Deepfake-TIMIT and 

FaceForensics++ as datasets and reported high accuracy 

results. Karandikar et al. (2020) reported high accuracy in 

detecting deepfake videos using a pre-trained CNN and 

Celeb-DF Dataset to collect face characteristics to extract 

hidden features. Kohli and Gupta (2021) reported strong 

robustness in deepfake video detection making use of a 

frequency-based CNN method FaceForensics++ and Celeb-

DF (v2) dataset. A CNN and backpropagation based on 

domain adversarial neural network model was proposed by 

Chen and Tan (2021) for feature transfer, a technique based 

on unsupervised domain adaptation using Deepfake-TIMIT 

+FaceForensics++ dataset and effectively solved the 

overfitting problem. A binary classifier trained by a CNN was 

used for deepfake video detection on Milborrow University 

of Cape Town dataset and reported 97% accuracy (Zhang et 

al., 2020). An expectation–maximization+ CNN method was 

employed for deepfake video detection making use of the 

FACE APP, a dataset, and CELEBA images and reported 

93% accuracy (Guarnera et al., 2020).  

Lee et al. (2021) made use of GAN model with HFM dataset 

and proved that this approach is an effective end to end false 

face detection pipeline that can identify fake face pictures 

with 72.5% accuracy. Yang et al. (2021) employed CNN + 

simple linear iterative clustering and Faceforensics++ as 

dataset with image saliency to determine the texture depth 

and pixel difference between actual and fake facial images 

and yielded 99% accuracy. Rossler et al. (2019) made use of 

Xception net (CNN) and LSTM to detect manipulated facial 

images with FaceForensics++ as dataset and yielded 81% 

accuracy. A deep CNN model was employed with GRID 

dataset and MOBIO dataset as datasets and yielded high 

accuracy (Yang et al., 2020). A combination of RNN and 

LSTM was used with TIMIT and DFDC datasets using the 

similarities between audiovisual modalities and the similarity 

between affective cues and resulted in 84.4% (Mittal et al., 

2020). 

Wijethunga et al. (2020) suggested a system that 

differentiated between actual and synthetic speech in a group 

conversation using CNN and RNN with FakeOrReal dataset 

+ the AMICorpus datasets, wherein NLP showed 93% 

accuracy in text conversion and RNN model showed 80% 

accuracy for speaker labeling. Borrelli et al. (2021) proposed 

a collection of characteristics built on the notion of describing 

the speech as an auto-regressive mechanism using LSTM 

with ASVSpoof 2019 logical access audio dataset and yielded 

high accuracy. Jin et al. (2017) proposed a novel RNN with 

an attention mechanism (att-RNN) to fuse multimodal 

features for effective rumor detection with two multimedia 

rumor datasets collected from Weibo and Twitter and 

demonstrated the effectiveness of the proposed end-to-end 

att-RNN in detecting rumors with multimodal contents. 

Zeng et al. (2021) proposed fake news detection by 

comprehensively mining the semantic correlations between 

text content and images attached (FND-SCTI) with Twitter 

and Weibo datasets, which was able to effectively capture the 

semantic correlations across multimodalities, and achieves 

the state-of-the-art performance. Reddy et al. (2024) made 

use of CNN, BiLSTM, Multilayer perception, GloVe and 

Transformer BERT with publicly available datasets to 

identify fake news. Proposed architecture is experimented on 

three public datasets out of which, it outperformed on two 

datasets with f1-score of 96.03% and 74.24%. Nasir et al. 

(2021) proposed a novel hybrid CNN-RNN for fake news 

classification with ISOT and FA-KES datasets and yielded 

promising results. Sastrawan et al. (2022) used CNN, 

Bidirectional LSTM, and ResNet combined with pre-trained 

word embedding, trained with four different datasets. The 

results proved that the Bidirectional LSTM architecture 

outperformed CNN and ResNet on all tested datasets. Xu et 
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al. (2021) introduced a novel Set CNN (SCNN) framework 

for detecting facial alterations in videos. This framework 

treats the facial features from multiple video frames as a set 

for analysis. The authors demonstrated the SCNN using three 

example backbone networks: t-MesoNet, and two variants of 

t-XceptionNet. Their experiments showed that the SCNN 

outperforms existing methods. Future improvements, they 

suggest, could focus on employing stronger backbone 

networks and developing more effective set reduction 

techniques. The current set reduction methods, while 

effective, are relatively simple. 

Sharma et al. (2024) employed a unique active forensic 

strategy Compact Ensemble based discriminators 

architecture using Deep Conditional Generative Adversarial 

Networks (CED-DCGAN), for ascertaining real-time deep 

fakes in video conferencing. The DCGAN focused on video-

deep fake detection on features since technologies for 

creating convincing fakes are improving rapidly. The 

proposed model tested on publicly available datasets showed 

that the proposed algorithms outperform state-of-the-art 

methods and the proposed CED-DCGAN technique 

successfully detected high-fidelity deep fakes in video 

conferencing. Python was employed for implementing the 

proposed study and 98.23% accuracy was obtained (Sharma 

et al., (2024). 

Several studies have explored modeling relationships 

between news posts using various neural network 

architectures. Ma et al. (2016) employed recurrent neural 

networks (RNNs) to capture sequential relationships. Yu et 

al. (2017) utilized convolutional neural networks (CNNs) to 

represent high-level semantic relationships. Bian et al. (2020) 

leveraged graph neural networks (GNNs) with a directed 

graph to model rumor propagation and dispersion. Finally, 

Khattar et al. (2019) proposed a multi-modal variational 

autoencoder (MVAE) to extract hidden representations from 

multimedia news. 

Two approaches have been proposed to address multi-modal 

feature extraction for fake news detection. Xue et al. (2021) 

projected visual and textual features into a shared feature 

space using weight-sharing encoders, calculating similarity in 

this transformed space. However, this method struggles to 

capture multi-modal inconsistencies arising from the 

semantic gap between visual and textual data. To overcome 

this limitation, Ghorbanpour et al. (2021) introduced the Fake 

News Revealer (FNR) method. FNR leverages a Vision 

Transformer (Dosovitskiy et al., 2020) and BERT (Devlin et 

al., 2019) for independent visual and textual feature 

extraction, respectively. The similarity between image and 

text features is then determined using contrastive loss, 

directly addressing the challenges posed by the semantic gap. 

Nguyen et al. (2021) proposed a deepfake video detection 

method using a 3D CNN. Their approach involves generating 

3D representations of short video sequences to capture spatio-

temporal characteristics. A deep 3D CNN, employing 3D 

convolutional kernels, learns features across both spatial and 

temporal dimensions. Crucially, the feature maps in 

successive convolutional layers are connected, allowing the 

network to integrate information from consecutive frames. 

This design enables effective learning of facial features 

across both space and time. The proposed model achieved 

over 99% accuracy on the FaceForensic and VidTIMIT 

datasets, demonstrating its effectiveness in detecting 

deepfake videos. 

Jung et al. (2020) developed a deepfake detection method that 

analyzes variations in eye-blinking patterns. Recognizing that 

blinking frequency and patterns vary naturally based on 

factors such as gender, age, and cognitive activity, their 

system uses ML and heuristic rules to identify inconsistencies 

indicative of deepfakes. This multi-method approach, 

informed by prior research, achieved an 87.5% success rate 

in correctly identifying deepfakes in a test set of eight videos. 

Yan et al. (2021) addressed the challenge of detecting 

deepfakes in compressed videos, a common format on social 

media platforms like Instagram, WeChat, and TikTok. They 

proposed a two-stream network architecture. A frame-level 

stream, employing a low-complexity network and model 

pruning, extracts features while mitigating compression 

artifacts. A separate temporal-level stream analyzes 

inconsistencies between frames to capture temporal 

characteristics. This combined approach effectively leverages 

both frame-level and temporal information from compressed 

videos. Evaluated on FaceSwap, Face2Face, NeuralTextures, 

and Celeb-DF datasets, the method outperformed existing 

techniques, demonstrating robustness to varying compression 

levels. 

Yu et al. (2020) proposed a lip-based visual speaker 

authentication system (SA-DTH-Net) to detect deepfakes. 

This method leverages the fact that deepfake creators often 

lack sufficient information about a target individual's 

speaking habits to perfectly replicate them, particularly when 

speaking impromptu text. SA-DTH-Net extracts unique 

speaking patterns from lip movements to distinguish genuine 

speakers from imposters and deepfakes. By aggregating 

word-level authentication results, the system provides a final 

authentication decision. Evaluations demonstrated the 

system's effectiveness in rejecting deepfakes generated using 

various manipulation techniques, suggesting its potential for 

broader application in visual speaker authentication (VSA) 

systems. 

Mittal et al. (2020) presented a learning-based deepfake 

detection method that analyzes both audio and visual 

modalities within a video. Their approach compares audio-

visual consistency and extracts features related to perceived 

emotion to distinguish genuine from fake content. Motivated 

by Siamese networks and triplet loss, they developed a deep 

learning model that achieved Area Under the Curve (AUC) 

scores of 84.4% on the DFDC dataset and 96.6% on the DF-

TIMIT dataset. This work is notable for its integration of both 
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audio and visual cues, along with emotional analysis, for 

deepfake detection. 

Wang et al. (2020) introduced DeepSonar, a novel deepfake 

audio detection method that analyzes the internal activations 

of a voice synthesis neural network. This approach focuses 

on detecting subtle differences in neuron activation patterns 

between genuine and AI-generated speech. The method 

prioritizes robustness to various voice manipulations, which 

are often more easily disguised than image manipulations. 

Evaluations on three datasets (Chinese and English) 

demonstrated high detection rates (98.1% average accuracy) 

and low false alarm rates (approximately 2%), highlighting 

DeepSonar's effectiveness and robustness, even in noisy 

environments. 

 

3. KEY MISSING GAPS AND FUTURE PROPOSALS 

Despite several advancements in deepfake detection, several 

challenges remain, which include many detection models rely 

on datasets that may not generalize well to new deepfake 

techniques, which result in dataset biasing; deepfake 

generation models continue to evolve, making detection 

harder owing to combative attacks; existing detection 

methods need to improve their robustness across diverse 

applications and lighting conditions as it is close to real-world 

scenarios. There is a need for the future research focusing on 

developing hybrid models that integrate CNNs, RNNs, and 

transformers, improving model interpretability, and creating 

more diverse benchmark datasets to enhance generalization 

capabilities. Based on the above cited literature review, the 

future research work is proposed to making use of a 

combination of DL techniques, ResNext-50+MesoNet+gated 

recurrent unit (GRU) and ML techniques, SVM + decision 

tree (DT) + random forests (RF) to enhance the accuracy of 

the deepfake video detection. This study also proposes 

making use of a combination of CNN, RNN, GAN, LSTM 

and XAI for deepfake image detection. 

 

4. CONCLUSION 

Deepfake image detection has progressed significantly, 

transitioning from ML methods to sophisticated DL 

architectures, with CNNs and RNNs currently dominating the 

field. Recent advancements, including ViTs and XAI are 

enhancing both model accuracy and interpretability. Future 

progress centers on integrating XAI techniques and 

multimodal approaches to improve deepfake detection in 

images, videos, and audio. This study proposes several 

promising research directions, which include hybrid 

approach: combining DL architectures (ResNext-50, 

MesoNet, and GRU) with ML algorithms (SVM, DT and RF) 

to potentially improve deepfake detection accuracy. Another 

is multimodal DL integration, which include exploring the 

synergistic potential of CNNs, RNNs, GANs, and LSTMs 

alongside XAI for enhanced deepfake image detection. 

Addressing critical challenges, such as adversarial attacks 

and dataset biases, is vital for creating reliable and robust 

deepfake detection frameworks. There is a need for persistent 

research and interdisciplinary collaboration, which are 

essential to effectively mitigate the risks posed by deepfake 

technology. 
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