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ABSTRACT: Health insurance claim fraud has become a major issue that impacts healthcare delivery worldwide. The majority of 

health insurance claim fraud is perpetrated by insurance companies, clients, and service providers. Service providers, insurance 

clients, and insurance companies are all involved in health insurance claim fraud. There is an urgent need to design a decision 

support system (DSS) that can automatically detect fraud and handle claims accurately. The goal of this project is to develop an 

artificial intelligence (AI)-based machine learning model that can identify fraud in health insurance claims. Deep learning is the 

technique employed. Eighty-six percent accuracy was achieved. 
 

KEYWORDS: AI, DSS, Deep learning, Fraud. 

 

I. INTRODUCTION 

An extensive invoice detailing the specific services that the 

patient or patients got at the time of healthcare delivery is 

called a claim, and it is submitted to a health insurance 

company by the service provider [1]. Three criteria are used 

to classify healthcare fraud, specifically. (1) fraud by 

providers (physicians and hospitals), (2) fraud by 

beneficiaries (patients), and (3) fraud by insurance companies 

[2]. This issue in health insurance programs worldwide is 

caused by a variety of fraud techniques. These include, 

among other things, bribery, impersonation, ganging, illegal 

cash exchange for prescriptions, careless use of medication 

services, insurance carrier fraud, reimbursement fraud, 

recoding of services, insurance customer fraud, upcoding of 

goods and services, duplicate billing, unbundling/creative 

billing of claims, medically unnecessary services (bill 

padding), excessive services (bill padding), and billing for 

services never rendered (identity theft and ghost billing) [3] 

[4] [5] [6]. Thus, an intelligent fraud detection system is 

required. 

Data mining techniques have been applied extensively in 

fraud detection in recent years to minimize errors brought on 

by expert judgment, particularly in financial fraud detection 

[7]. These scams are concealed in vast volumes of data, and 

professional analysis occasionally falls short of accounting 

for everything. This issue is resolved by using data mining 

techniques. Support Vector Machine is one of the data mining 

techniques utilized [8]. The current autoencoder (AE) 

clustering, local outlier factor (LOF), isolation forest (IF), and 

K-means methods are outperformed by the use of the NN 

technique. While the current techniques, AE, IF, LOF, and K-

Means, offer 97%, 98%, and 99.75% accuracy, respectively, the 

suggested NN-based fraud detection system achieves 99.87% 

accuracy [9]. Undersampling, oversampling, and SMOTE 

techniques can be used to balance unbalanced fraud detection 

datasets. With an area under the curve (AUC) of 91.37% 

produced by the oversampling technique, machine classifier 

results are superior. An accuracy of 99.96% is achieved while 

using ANN with backpropagation on real value transactions, 

which are used as training and testing data points. Because this 

algorithm can identify transactions in real time, banks are able to 

identify fraudulent activity and halt ongoing transactions [10]. On 

tiny data sets, Random Forest produced good results; 

nonetheless, some issues, such as imbalanced data, persist. The 

voting process, for instance, presumes that each base classifier 

has an equal weight, even though some may be more significant 

than others [11]. XGBoost, Random Forest, and Decision Tree 

algorithms were used on a dataset of 284,808 credit card records. 

With the maximum accuracy of 99.962%, the XGBoost 

algorithm demonstrated the best performance. The decision tree's 

performance was not very good. With an accuracy of 99.923% 

and a random forest algorithm performance of 99.957%, decision 

trees had very poor performance. When it comes to detecting 

fraud, ANNs are more accurate than support vector machines and 

logistic regression [12]. 

The goal of this project is to create an artificial intelligence (AI)-

based program that can identify health insurance claim fraud. 

Machine learning, particularly machine learning using ensemble 
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and deep learning, is used to detect fraud in health insurance 

claims. To create a model with the highest accuracy and 

precision ratings, both forms of machine learning will be 

configured and modified. The paper's notable contributions 

are as follows: evaluating the health insurance claims fraud 

detection system using data from National Health Insurance 

clients; designing, developing, and implementing a decision 

support system (DSS) that combines knowledge 

representation, business intelligence, and false claims 

detection models for processing claims; creating an 

intelligent fraud detection system's user-friendly graphical 

user interface (GUI); and analyzing data mining and machine 

learning techniques that use deep learning to detect fraud. 

 

II. METHOD 

There is currently a dearth of research on expert systems-

based automatic health insurance claim fraud detection. In 

order to compare the accuracy results of a study, it is required 

to obtain the findings of earlier investigations that are relevant 

to this one. Since fraud is commonly confused with abuse and 

waste, studying the field of health insurance claim fraud 

necessitates a distinct definition of fraud. Fraud and abuse, on 

the other hand, are instances in which third-party insurance 

firms are reimbursed or healthcare services are paid for but 

not rendered. Further examples of fraud and abuse include 

when medical professionals take bribes, when patients seek 

treatment that could endanger them (e.g., using medications 

to feed an addiction), and when they prescribe services that 

are known to be unneeded [13][14]. The intentional act of 

lying, hiding, or distorting facts that leads to the payment of 

medical benefits to a person or group is known as health 

insurance fraud. 

Account audits and investigative investigations are used to 

discover health insurance fraud. A thorough account audit can 

reveal questionable policyholders and providers. It is ideal to 

audit each claim separately. However, there is no realistic 

way to audit every claim. Furthermore, it is challenging to 

audit providers in the absence of any concrete smoking-

related indicators. Creating a select list and reviewing and 

auditing the patients and providers on it would be a sensible 

strategy. The audit shortlist can be created using a variety of 

analytical methods. 

The most widely used fraud detection approaches, according 

to the literature, include statistical techniques, data mining, 

machine learning, and artificial intelligence. When compared 

to other classifiers, the most economical model, which 

employed the Naïve-Bayes algorithm, failed to produce a 

clear picture of the decision. It created a subsample of 20 

claims with 400 objects, of which 50% were classified as 

fraudulent and the remaining 50% as legal. The decision 

image in contrast to alternative classifiers [15]. In the battle 

against fraud, a new field of study has emerged: the 

integration of multiple traditional methodologies. This 

method can be either supervised, unsupervised, or both, 

depending on which one is used for classification. Either 

approach can be applied as a pre-processing phase to alter the 

data before categorization  [16], or, to a lesser degree, the 

algorithm's component steps can be merged to produce 

something fundamentally unique. Solutions for certain issue 

domains can be customized through the use of hybrid approaches. 

It is possible to target many aspects of performance, such as 

computing efficiency, ease of use, and classification skill. 

Neural networks and fuzzy logic are used to automatically 

evaluate and categorize medical claims. The healthcare industry 

uses the idea of data warehousing for data mining to create an 

electronic fraud detection tool that evaluates service providers 

based on behavioral heuristics and contrasts them with other 

service providers of a similar nature. To find uncommon 

occurrences in pathology insurance data, the Australian Health 

Insurance Commission has researched online discount learning 

algorithms [17]. 

To detect false claims, researchers in Taiwan created a process 

mining-based detection algorithm that methodically finds 

procedures based on clinical pathways. Despite the discovery of 

several anomalies and irregularities, the capacity to detect 

suspicious claims was significantly limited to the detection of 

health insurance claims fraud in relation to payer-fixed price 

providers. For a private health insurance program in Chile, an 

application to identify medical fraud and abuse was created using 

neural networks [17]. The novel aspect of this approach is 

explained by its real-time claim processing capability. In order to 

identify questionable claims and maybe dishonest people, 

association rule mining was used to analyze billing trends among 

particular specialist groups. 

It is evident from the foregoing description that the current state 

of study is an analysis of the incidence of fraud based on the 

research that has been conducted. Research on the development 

of intelligent systems to detect fraud intelligently is still rarely 

done. Expert systems used to detect fraud use conventional 

methods, K-Means, Naïve-Bayes, and C4.5. The weaknesses of 

the K-Means, Naïve-Bayes and C4.5 methods are that modelling 

the uncertainty of the calculation process is still debated; for data 

with more than 2 pieces, several data processing must be done. 

While the weakness of the Support Vector Machine method is 

that it can decrease the accuracy obtained. This decrease is 

because the data used is a lot of error value and does not vary. In 

addition, the data used does not go through a preprocessing 

process first. The research conducted is to develop an application 

to detect fraud in artificial intelligence-based health insurance 

claims. The method used is deep learning. Additionally, 

experimental results have demonstrated that the deep learning 

approach can achieve rapid and stable network convergence. The 

stages in developing smart applications for fraud detection in 

insurance claims based on artificial intelligence can be explained 

in Figure 1. 
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Figure 1. Research method 

 

1. Data Understanding  

Many financial transactions that contain fraud are analyzed to 

detect the fraud. To build this machine learning model using 

Kaggle data. 

2. Model Design  

Deep learning, a type of machine learning, is used to detect 

fraud in electronic financial transactions. Deep learning is one 

of the various machine learning techniques that use artificial 

neural networks (ANN). In deep learning, there are three 

different learning styles: supervised, semi-supervised, and 

unsupervised. Supervised data is included in the processed 

data.  

a. Data Source. The BankSim dataset, a bank payment 

simulation based on the Multi Agent-Based Simulation 

(MABS) idea, was employed in this investigation.  

b. Data Preparation. The first data preparation is to convert 

character data into numeric, and the second is to remove 

the transaction origin code with the aim that the model can 

be implemented in other countries or cities.  

c. Smote. SMOTE will create new data points from the 

minority class using other instances so that the resulting 

sample is not an exact copy but similar to the owned 

instances. The smotes to be used are random oversampling 

(ROS) and random undersampling (RUS) and one 

synthesis algorithm, FSMOTE.  

d. Divide the testing and training data. Training data is used 

to train the algorithm, whereas testing data is utilized to 

evaluate how well the previously taught algorithm 

performs while uncovering previously unknown data. 

Twenty percent is the testing data, and eighty percent is 

the training data. 

e. Classification Model. The methods that will be used to 

identify the best model are Extra Trees Classification, 

Random Forest Classification, AdaBoost Classification, 

Stochastic Gradient Boosting, and Bagged Decision 

Trees. The model will also be simulated with several 

numbers of trees and random states. 

f. Selection of the best accuracy. From the experiments 

conducted, the model with the best accuracy will be analysed 

and selected, which will then be used to run the testing data.  

g. Run the model on the testing data.  

The model with the best accuracy is run on the testing data. 

The results obtained will be analyzed and then implemented. 

 

III. RESULTS 

The implementation of fraud detection using the deep learning 

method is implemented using the Python 3 language with Jupyter 

Notebook tools and assistance from several open-source libraries 

that help in the formation of source code. First, import data that 

will be used for training classification models along with modules 

that will be used to help the classification process. The data used 

for training is shown in Tables 1 and 2. 

 

Table 1. Insurance Claim Data 

 
 

Table 2. Training Used for Classification Process 

 
 

Next, the string value is converted into a discrete value. 

Conversion is done to change the attributes in a class to be 

represented by numbers; for example, in the age class, there are 3 

attributes, namely age 20-40, 40-50, and 50-60 years. These 

attributes are converted into the number 0, representing the age 

of 20-40, 1 representing 40-50, and number 2 representing 50-60 

years. This also applies to other classes. The results of the string-

to-discrete conversion are shown in Table 3. 
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Table 3. Results of String to Discrete Data Conversion 

 
 

After that, handling of missing values and outliers will 

interfere with the classification process. Previously, we will 

check for attribute deviations (outliers) in each symptom class 

according to the dataset column described in the previous 

section. The image of the attribute division is shown in Figure 

2. 

 

Figure 2. Class Attributes 

 

After the data is ready for classification, the model for 

classification will be tested using a dataset that is divided into 

a training set and a testing set. Testing is done by repeating 

the model test by choosing different testing set sizes to get the 

best accuracy level, which will then be used as a prediction 

model for the input data. The results of repeated testing using 

a test sample size of 10% to 90% are shown in Figure 3, while 

the test results per input data are shown in Figure 4. 

 
Figure 3. Fraug Detection Results 

 

Figure 3, shows the graph of the relationship between the number 

of testings sets and the accuracy rate.  It can be seen that the 

highest accuracy rate is obtained using a testing set size of 20% 

and 80% training data. 

 

 

Figure 4. Graph of Testing Results Based on the amount of 

Training Data 

 

CONCLUSION  

From the tests conducted, it can be concluded that the machine 

learning method using deep learning is very suitable for detecting 

fraud in insurance claims. This can be seen from the accuracy 

value that reaches 86% using 80% training data and 20% testing 

data. 
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