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ABSTRACT: The study employed an opinion-mining technique using data classification algorithms on the topic of Generative 

Artificial Intelligence (GenAI) to determine the sentiments of Twitter users. The researcher used a sentiment analysis framework to 

gather the datasets for dataset training and predict the results using Naïve Bayes, Random Forest, and SVM algorithms. The result 

shows that SVM and Random Forest algorithms had the same precision and recall of 1.000 indicating that the result has no false 

positive values. On the other hand, the Naïve Bayes algorithm garnered a .949 precision and .939 recall which means fewer false 

positive results on the trained models. The overall result shows that the trained datasets indicate a successful prediction with fewer 

false positive results. Moreover, the result of the sentiment analysis shows that more positive sentiments were drawn on the topic 

of generative artificial intelligence indicating the use and benefits of using AI. Furthermore, based on the result of the study, the 

research recommended the use of the sentiment analysis framework through an opinion-mining technique using data classification 

algorithms as it may help analyze different emotions of social media users. 
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I. INTRODUCTION  

Mining is a technique used to assist individuals 

extract valuable information from massive amounts of data. 

Sentiment analysis is concerned with the analysis and 

comprehension of emotions expressed through text patterns. 

It identifies the opinion or attitude that a person has towards 

a topic or an object, as well as the viewpoint underlying a text 

span (Mouthami et al., 2013). Opinion mining or sentiment 

analysis is useful in social media monitoring to automatically 

characterize the overall feeling or mood of consumers as 

reflected in social media toward a specific brand or company 

and determine whether they are viewed positively or 

negatively on the web to improve products and services 

(Aggarwal, 2018).  

On the other hand, opinion mining (OM) is the use 

of Natural Language Processing (NLP), computational 

linguistics, and text analytics to discover and extract 

subjective information from source materials, such as debates 

about certain products and services. (Patacsil et al., 2015). 

Opinion mining, also known as sentiment analysis, has 

become increasingly popular in recent years because social 

networking sites allow users to freely express their views, 

opinions, and perceptions on a given issue. Nowadays, any 

type of marketing business is engaged in the latest business 

trends. Aside from printed surveys, the organizations also 

extend their customer satisfaction study through the web, 

gathering a vast amount of data. (Troussas et al., 2019). 

 

Related studies show the relatedness of using 

sentiment analysis on Facebook comments to track 

cyberbullying incidents using Naïve Bayes classifiers 

(Mathapati et al., 2017). Surroop et al., 2016, presented in 

their paper on the use of sentiment analysis. Among 1031 

study participants, it was discovered that 97.8% of the very 

bad attitudes, 70.7% of the negative sentiments, and 77.0% of 

the good sentiments were successfully extracted. Sentiment 

analysis is a more effective approach for extracting specific 

sentiments than manually recognizing them. The researchers 

can already discern the respondents' favorable, negative, and 

neutral comments using sentiment analysis. 

Thus, this research paper focused on opinion mining 

techniques using data classification algorithms from the 

extracted Kaggle datasets on Twitter posts for the topic 

“Generative Artificial Intelligence (GenAI)”. The data 

classification algorithms were used to analyze data from the 

text for sentiment analysis. 

Opinion Mining Technique 

 Natural Language Processing (NLP) includes the 

discipline of opinion mining, sometimes known as sentiment 

analysis. It extracts people's ideas, including evaluations, 

attitudes, and feelings about people, topics, and events. The 

assignment is technically tough but extremely beneficial. 

With the rapid rise of digital platforms in cyberspace, such as 

blogs and social networks, individuals and organizations are 

increasingly relying on public opinion to make decisions. In 

recent years, extensive studies about mining people's 
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sentiments based on text in cyberspace utilizing opinion 

mining have been investigated (Razali et al., 2021). 

Researchers have used a variety of opinion mining 

techniques, including machine learning and lexicon-based 

approaches, to assess and categorize people's attitudes based 

on text and debate the existing gap. As a result, it provides a 

chance for other researchers to examine and suggest superior 

methodologies and new domain applications to close the gap. 

Moreover, opinion mining or sentiment analysis 

helps in achieving various goals such as observing public 

mood regarding political movements (Preotiuc-Pietro et al., 

2017), customer satisfaction measurement (F. Xu et al., 

2020), movie sales prediction (Rachiraju & Revanth, 2020), 

etc. However, the existing opinion mining method, which 

includes machine learning and a lexicon-based approach, is 

ineffective in analyzing and classifying people's sentiments 

and emotions in cyberspace in terms of national security 

because some opinion mining methods only focus on existing 

domains such as business and education. 

According to Shah et al. (2023), opinion 

mining/sentiment analysis is the computational study of 

people's perceptions, evaluations, attitudes, and emotions 

about individuals, people, issues, events, subjects, and their 

characteristics. It is also the study of people's opinions based 

on the feelings, attitudes, or emotions expressed in a product 

(Isabelle et al., 2019). 

A thought, opinion, or concept based on a feeling 

about a situation is the definition of the term “sentiment” 

according to the Cambridge Dictionary (2021). Opinion 

mining is the process of gathering opinions and categorizing 

them based on their polarity, whether positive, negative, or 

other emotions. They can be used at several levels, including 

document-level sentiment analysis, sentence-level sentiment 

analysis, and feature/aspect-level sentiment analysis. 

Relatively, opinion mining has been a research 

interest since the early twenty-first century. In 2003, Dave et 

al., (2003) they explored opinion mining and provided a 

methodology for document polarity classification (either 

recommended or not recommended) based on feedback 

analysis from certain entities. Following that discovery, 

additional researchers got interested in including opinion 

mining in their text-mining studies. It then became new 

extensive research in the following years. Hu & Liu (2004) 

investigated the mining approach for summarizing product 

reviews by recognizing opinion sentences in each review and 

determining whether they are good or negative. In 2008, 

Abbasi et al. conducted research on sentiment analysis 

techniques and their applications (Abbasi et al., 2008; Zhang 

et al., 2008). In 2009, Tang et al. (2009) they reviewed 

document sentiment classification and opinion extraction, as 

well as experimented with classifying web review opinions 

for consumer product analysis. In 2010, Chen & Zimbra 

(2010) assessed the attitudes of various business constituents 

about the organization using an analysis framework that 

employed automated topic and sentiment extraction 

approaches to various online forums. Based on a survey of 

chosen articles, this study discovered that between 2016 and 

today, opinion mining-related research is still an interesting 

subject field for researchers (Kaur et al., 2022). 

Generative Artificial Intelligence 

Generative AI (GenAI) refers to a class of machine 

learning algorithms that create new data samples that closely 

resemble current datasets. One of the core approaches of 

GenAI is the Variational Autoencoder (VAE), which is a 

form of neural network that learns to encode and decode input 

in a way that preserves its important qualities (H. Xu, 2018). 

Another prominent GenAI technology is Generative 

Adversarial Networks (GANs), which are made up of two 

neural networks competing to generate realistic data samples 

(Goodfellow et al., 2014). GenAI models employ powerful 

algorithms to understand patterns and generate new content, 

including text, images, audio, videos, and code. GenAI tools 

include ChatGPT, Bard, Stable Diffusion, and Dall-E. Its 

capacity to handle complicated cues and produce human-like 

output has sparked study and interest in incorporating GenAI 

into a variety of industries, including healthcare, medicine, 

education, media, and tourism. 

In addition, ChatGPT, for example, has caused a 

surge of interest in the use of GenAI in higher education since 

its release in November 2022 (K. Hu, 2023). OpenAI created 

a conversational AI system using an autoregressive big 

language model (more than 175 billion parameters) that was 

pre-trained on a massive corpus of text data. It can produce 

human-like answers to a variety of text-based inputs. The 

model has been trained on a variety of texts, including books, 

papers, and webpages, enabling it to comprehend user input, 

generate responses, and maintain coherent discussions on a 

wide range of topics. There has been substantial discussion 

about its potential to revolutionize disciplinary practices like 

medical writing (Feng & Shen, 2023; Kitamura, 2023), 

surgical practice (Bhattacharya et al., 2023) and healthcare 

communications (Eggmann et al., 2023) as well as enhancing 

higher education teaching and learning (Adiguzel et al., 2023; 

Anu & Ansah, 2023). 

Generative AI, particularly Large Language Models 

(LLMs), an advanced type of transfer learning model, offers 

the potential to further alter sentiment analysis (Krugmann & 

Hartmann, 2024). The large amount of data utilized for LLM 

training could greatly improve performance across sentiment 

analysis tasks, influencing the choice of approaches in this 

domain. This versatility not only improves the accessibility 

of LLMs but also makes them appropriate for diverse 

sentiment classification tasks, ranging from binary to multi-

class (Kheiri & Karimi, 2023; Wang et al., 2023), and enables 

their application in zero-shot or few-shot scenarios 

(Simmering & Huoviala, 2023).  
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Data Classification Algorithms 

Classification is a data mining (machine learning) 

approach that predicts group membership for data examples 

(Kesavaraj & Sukumaran, 2013). Although there are a range 

of accessible approaches for machine learning, classification 

is the most generally utilized method (Singh et al., 2013). 

Classification is a popular problem in machine learning, 

particularly for future and knowledge discovery. Researchers 

in the disciplines of machine learning and data mining 

consider classification to be one of the most extensively 

studied problems (Pisani et al., 2002). A general model of 

supervised learning (classification techniques) is shown in 

Figure 1. 

Although classification is a well-known machine 

learning technique, it has some limitations, such as dealing 

with missing data. Missing values in the dataset can cause 

issues during both the training and classification stages. Some 

of the possible causes for missing data are presented in (Aized 

Amin Soofi & Arshad Awan, 2017) non-entry of a record due 

to a misunderstanding, data identified as irrelevant at the time 

of input, data removal due to departure from other 

documented data, and equipment malfunction. Missing data 

issues can be addressed through techniques (Bhukya & 

Ramachandram, 2010); Data miners can ignore omitted data, 

replace entire omitting values with a single global constant, 

replace an omitting value with its feature mean for the given 

class, manually observe samples with omitted values, and 

insert a feasible or probable value. In this study, we will 

simply look at a few classification approaches. 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Supervised Learning Classification Technique 

 

Text classifiers are capable of organizing, arranging, 

and categorizing nearly any sort of text, including documents, 

medical studies, files, and online material (Amanat et al., 

2022). Unstructured data makes up more than 80% of all data, 

with text being one of the most common categories. Because 

analyzing, interpreting, organizing, and sifting through text 

data is complex and time-consuming due to its chaotic nature, 

most firms do not use it to its full potential. Text 

categorization is a technique that involves extracting usable 

information from text (Bashir et al., 2022). Here is where 

machine learning and text classification come into play. Text 

classifiers can help businesses swiftly and cost-effectively 

organize all important text kinds, such as emails, legal 

documents, social media, surveys, and more (Abbasi et al., 

2021, 2022; Hina, Ali, Javed, Ghabban, et al., 2021).This 

technology enables businesses to save time examining text 

data, automate business processes, and make data-driven 

business decisions. Many businesses employ text analysis 

technologies to examine the text. Text analysis technologies 

enable businesses to arrange massive volumes of information, 

such as emails, chats, social media, support tickets, papers, 

and so on, in seconds rather than days. Therefore, we can 

dedicate more resources to critical tasks (Hina, Ali, Javed, 

Srivastava, et al., 2021; Rafat et al., 2022). 

 

II. METHODS  

This research paper aims to gather posts of 1000 Twitter 

users through Kaggle datasets and will apply machine 

learning techniques to extract the opinions or sentiments of 

users on the topic “Generative Artificial Intelligence 

(GenAI)”. Qualitative text analysis will be used by the 

researchers to gather qualitative data, assign code labels, and 

iteratively develop findings (Guetterman et al., 2018; Sarfo et 

al., 2017) and apply Natural Language Processing 

Techniques (NLPT) to automate the rigorous process of 

analyzing qualitative statements through opinion mining or 

sentiment analysis (Kaufman et al., 2016). 

The application of the NLPT to this research study was 

beneficial since it completed the automation of text cleaning, 

data visualization, and sentiment analysis. The trained model 

will be easily computed for sentiment analysis through this 

process and provide output to the researcher for compilation 

and analysis. 

In this research paper, the researcher evaluated the 

accuracy of the trained model through several machine 

learning algorithms but not limited to K-Nearest Neighbors 

(K-NN), Tree (T), and Naïve Bayes (NB) to get the precision 

and recall. These algorithms learn quickly to adapt as the 

researcher feeds new, smaller but domain-relevant data into 

the pre-trained algorithm for model refinement (Lazrig & 

Humpherys, 2022; Zhuang et al., 2021). A preprocessing 

technique was used to clean the unnecessary data from the 

datasets such as uppercase words, unwanted spaces, URLs, 

HTML encoding, usernames, punctuations, numbers, emoji, 

and three or fewer characters which are all unnecessary to the 

processed text as shown in Table 1. 

 

Table 1. Text Processing Features 

Basic Text 

Preprocessing 

Intermediate Text 

Preprocessing 

Set text to lowercase Remove stop words 

Remove unwanted 

spaces 

Lemmatizing 

Remove URL Remove duplicate 
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Remove HTML 

encoding 

 

Remove usernames  

Remove 

punctuations, 

numbers, and emoji 

 

Remove three or 

fewer character 

 

 

Afterward, the researcher employed an intermediate 

text processing technique to further enhance and remove 

some unnecessary words and characters in the pre-processed 

text such as removing stop words, lemmatizing, and removing 

duplicate words to the text. These steps were necessary as part 

of the Natural language Processing Technique (NLPT) before 

proceeding to the actual sentiment analysis process and 

acquiring sentiments to the gathered datasets. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Data Classification in Opinion Mining 

Technique Framework 

 

The data classification process framework that the 

researcher utilized in this research study is shown in Figure 2. 

First, the researchers will use the Kaggle datasets to gather 

1000 tweeter posts of users related to Generative AI. Then, 

the researcher generated a corpus file for the machine 

learning application to read and use the data extracted easily 

and readily. To ensure that the data extracted are clean and 

free from unnecessary symbols and words, a preprocessing 

technique was administered by the researchers and generated 

a word cloud visualization of the clean text. After this, 

sentiment analysis was administered by the researcher using 

(Liu Hu and Vader) to get the positive, negative, and neutral 

sentiments of the users. The model was trained using a 

machine learning application and generated the results of the 

training through precision and recall or the accuracy of the 

data generated by the application. 

 

 

 

III.  RESULTS AND DISCUSSIONS 

The Kaggle datasets were the primary source of the data 

used by the researchers. Through the collection of the data 

from the Kaggle website, the researcher was able to gather 

tweets from users regarding the topic “Generative Artificial 

Intelligence” which is considered a trending topic now in all 

social media websites. 

 
Figure 2. Generated Word Cloud 

 

Figure 2 shows the cleaned text viewed in a Word 

Cloud. The following words are generative ai, ChatGPT, 

generative art, artificial intelligence, stable diffusion, images, 

open ai, new, and many more. In this manner, the text 

presented is already cleaned and unwanted symbols are no 

longer presented. The data presented are ready for processing 

for sentiment analysis of the documents presented in the 

corpus file. 

 
Figure 3. Corpus File Sentiment Analysis using 

Liu & Hu 

 

Figure 3 shows the result of the sentiment analysis 

using the Liu & Hu sentiment analysis algorithm. The Liu and 

Hu Lexicon-based sentiment analysis presented the value 

based on the assessment of the sentiments in each document, 

Generated 

Corpus File 

Text 

Preproce

ssing 

Generate 

Word 

Cloud 

Sentiment 

Analysis 

Model 

Training 

Detect 

Sentimen

t 

Kaggle 

Datasets 
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as can be seen in the figure. The formula: Count of Positive 

Words + Count of Negative Words + 1 was used to calculate 

the sentiment score. By adding the document's positive and 

negative sentiments plus one, the lexicon-based approach to 

sentiment analysis evaluated each word in the document. 

 
Figure 4. Trained Datasets based on Sentiment Results 

 

The trained dataset is presented in Figure 4. The 

document is in the corpus file which was viewed using the 

machine learning application. The sentiment per document 

was analyzed and the weight of each sentiment using color 

coding. The color coding for positive sentiments is green 

color, blue for negative, and red for neutral sentiments. Using 

the sentiment analysis scoring guide, the researchers were 

able to analyze properly and accurately the sentiments in the 

corpus file. The trained dataset is now ready for analysis of 

the sentiments using Data Classification algorithms such as 

SVM, Random Forest, and Naïve Bayes respectively. 

 

 
Figure 5. Test and Score Result 

 

Figure 5 shows the test and score results on the 

model SVM, Random Forest, and Naïve Bayes algorithms. 

The result shows that the SVM and Random Forest have the 

same precision and recall (1.000) indicating that the result of 

the test has no false positives while the Naïve Bayes 

algorithm garnered a .949 precision and .939 recall which 

means fewer false positive results on the trained models. 

 
Figure 6. Comparison Result of the three Algorithms 

Figure 6 shows the probability that the score for the 

model row is higher than that of the model in the column. 

Small numbers show the probability that the difference is 

negligible. The cross-validation splits the data into a given 

number of folds (3 folds). The algorithms were tested by 

holding out examples from one fold at a time; the model is 

induced from other folds and examples from the held-out fold 

were classified. This was repeated in all the folds in the data.  

 The researcher used a cross-validation technique on 

the trained model to test its accuracy. Also, the models were 

tested using the recall classification to test the proposition of 

the true positives among all the positive instances in the data. 

The result shows that the SVM evaluation on the Random 

Forest algorithm was .500 and Naïve Bayes with .833. The 

Random Forest evaluation on SVM was .500 and Naïve 

Bayes with .833. Lastly, the Naïve Bayes evaluation on SVM 

and Random Forest was .167. This indicates that the model 

trained was successful in evaluating the probability of having 

a false positive on the result of the test and score. 

 
Figure 7. Confusion Matrix for Naïve Bayes Algorithm 

 

The result of a prediction using the confusion matrix 

and the Naïve Bayes algorithm is shown in Figure 7. It shows 

how many or what percentage of instances belong to the 

actual class as opposed to the predicted class. The estimated 

value of each sentiment was displayed in the figure. Negative 

emotions totaled 8 but were predicted to be 2, with a wrong 

value of 6. The neutral sentiments prediction was 32 with no 

incorrect predictions. Finally, the positive sentiments were 59 

with no incorrect predictions. Because more models would 

decrease the accuracy of the final result, the researchers only 

used 99 trained models to generate an accurate prediction. 

 
Figure 8. Confusion Matrix for Random Forest 

Algorithm 
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The result of a prediction made using the confusion 

matrix and the Random Forest algorithm is shown in Figure 

8. It shows how many or what percentage of instances belong 

to the actual class as opposed to the predicted class. The 

estimated value of each sentiment was displayed in the figure. 

Negative emotions totaled 8 but were predicted to be 8, with 

a wrong value of 0. The neutral sentiments prediction was 32 

with no incorrect predictions. For the positive sentiments was 

59 with no incorrect predictions. Because more models would 

decrease the accuracy of the final result, the researchers only 

used 99 trained models to generate an accurate prediction. 

 

 
Figure 8. Confusion Matrix for SVM Algorithm 

 

Figure 8 displays the outcome of a prediction made 

using the confusion matrix and the SVM algorithm. It 

displays the quantity/proportion of instances in the actual 

class compared to the predicted class. The figure shows the 

estimated value of each sentiment. Positive sentiments were 

predicted as 8 but with a total of 8 and a wrong value of 0. 

With no incorrect predictions, the neutral sentiments 

prediction was 32. Finally, the positive value was 59 and there 

were no incorrect predictions, giving a final score of 99 The 

researchers only used 99 trained models to produce an 

accurate prediction because using more models would reduce 

the accuracy of the final result. 

 
Scatter plot visualization with enhancements for 

intelligent data visualization and exploratory analysis. A 2-

dimensional scatter plot visualization is offered by the Scatter 

Plot widget. Each point in the data display has a value for the 

x-axis attribute that determines its position on the horizontal 

axis and a value for the y-axis attribute that determines its 

position on the vertical axis.  

The scatter plot shows that positive sentiments are 

dominant in the documents. Neutral sentiments are also 

present together with the negative sentiments but are less 

compared to the positive sentiments. It is clearly stated in the 

graph that the topic “Generative Artificial Intelligence” has a 

more positive sentiment in tweeter posts. 

 

CONCLUSIONS  

Based on the results analyzed by the researchers, the 

following conclusions were drawn: (1) The Kaggle datasets 

used by the researcher were utilized to get the Twitter posts 

of the users on the topic “Generative Artificial Intelligence” 

which is free of charge; (2) Corpus file was successfully used 

for transforming Kaggle datasets into a document that 

machine learning application can read and write; (3) 

Sentiment Analysis was successfully utilized to the trained 

models for the application of the Naïve Bayes algorithm 

analysis using machine learning techniques; (4) SVM, 

Random Forest, and Naïve Bayes algorithms gained the same 

predictions using machine learning techniques; and (5) 

Positive emotions or sentiments were analyzed on the datasets 

on the topic “Generative Artificial Intelligence”. 

Moreover, some recommendations were drawn 

based on the derived conclusions that Kaggle datasets can be 

used for obtaining Twitter datasets for machine learning 

evaluation. The designed sentiment analysis framework 

yielded a successful result showing the test and result of the 

testing on the trained datasets. Also, the three (3) algorithms 

used in the prediction process show positive results. Lastly, 

there were more positive sentiments on the topic of 

“Generative Artificial Intelligence” extracted from tweeter 

posts and analyzed by a machine learning application. 
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