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ABSTRACT: This study presents an advanced system for multilingual semantic retrieval of diverse document types, integrating 

Retrieval-Augmented Generation (RAG) with transformer-based language models and Optical Character Recognition (OCR) 

technologies. Addressing the challenge of creating a robust multilingual Question-Answering (QA) system, we developed a custom 

dataset derived from XQuAD, FQuAD, and MLQA, enhanced by synthetic data generated using OpenAI's GPT-3.5 Turbo. This 

ensured comprehensive, context-rich answers. The inclusion of PaddleOCR facilitated high-quality text extraction in French, 

English, and Spanish, though Arabic presented some difficulties. The Multilingual E5 embedding model was fine-tuned using the 

MultipleNegativesRankingLoss approach, optimizing retrieval of context-question pairs. We utilized two models for text 

generation: MT5, fine-tuned for enhanced contextual understanding and longer answer generation, suitable for CPU-friendly uses, 

and LLAMA 3 8b-instruct, optimized for advanced language generation, ideal for professional and industry applications requiring 

extensive GPU resources. Evaluation employed metrics such as F1, EM, and BLEU scores for individual components, and the 

RAGAS framework for the entire system. MT5 showed promising results and excelled in context precision and relevancy, while 

the quantized version of LLAMA 3 led in answer correctness and similarity. This work highlights the effectiveness of our RAG 

system in multilingual semantic retrieval, providing a robust solution for real-world QA applications and laying the groundwork for 

future advancements in multilingual document processing. 

KEYWORDS: Multilingual Retrieval-Augmented Generation, QA System, OCR, LLAMA 3, MT5, Multilingual E5 

 

I. INTRODUCTION 

Finding information in multiple languages and various types 

of documents is crucial but challenging due to the diverse 

nature of the data. Traditional keyword searches often does 

not work as expected, especially when dealing with 

information not explicitly written or in different languages. 

And dealing with scanned documents is more challenging 

task. The retrieval augmented generation approaches are in 

growing demand to address these issues for easy accessibility 

and comprehension of this information. We will leverage 

transformer-based language models such as MT5 or 

LLaMA3, which involves advanced OCR capabilities to 

develop AI systems for multilingual semantic retrieval across 

multiple documents. This article was inspired by the power of 

a state-of-the-art RAG system for revolutionizing textual data 

interactions. This is to overcome some of the limitations of 

classical retrieval techniques, offering more accurate and 

efficient information retrieval deployed on OCR technology 

for scanned documents combined with advanced linguistic 

and semantic functionality of transformer-based language 

models. These systems enable individuals to access and 

understand information in their preferred language and 

format, promoting diversity, accessibility, and global 

knowledge sharing. 

 

II. RELATED WORKS 

Early implementations of Retrieval-Augmented Generation 

(RAG) models primarily focused on directly retrieving 

documents from given queries and then processing the 

retrieved documents to generate responses. Recent 

advancements have integrated retrieval and generation 

processes more seamlessly. For instance, Lewis et al. (2021) 

demonstrated that dynamic retrieval and the integration of 

relevant information during generation significantly enhance 

the quality and relevance of generated text. Prominent 

examples of advanced RAG systems include Google's 

RETRO (Borgeaud et al. 2022), which dynamically integrates 

information from large corpora into the Transformer 

architecture during generation, resulting in highly accurate 

and informative outputs. FLARE (Jiang et al. 2023) 

iteratively queries internet searches based on initial outputs to 

ensure real-time information accuracy, and META's System 

2 Attention (Weston and Sukhbaatar 2023) reconstructs 

context to maintain response relevance. Multilingual RAG 
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systems leveraging language models with external 

knowledge sources have also improved text generation across 

multiple languages. These methods, which include cross-

lingual query generation and iterative retrieval during 

generation, address issues of truthfulness and information 

currency in language models (Jiang et al. 2023; Ramos, 

Martins, and Elliott 2023; Zhuang, Shou, and Zuccon 2023). 

These approaches have shown competitive performance in 

generating multilingual text without relying on extensive 

supervised training data (Shao et al. 2023). 

Combining Optical Character Recognition (OCR) with Large 

Language Models (LLMs) has significantly advanced 

applications in translation, sentiment analysis, and 

multilingual contexts (Gao, Song, and Yin 2023). This 

integration enables data augmentation techniques for cross-

lingual commonsense reasoning datasets, enhancing model 

performance through synthesized data generated by advanced 

LLMs like GPT-4 (Whitehouse, Choudhury, and Aji 2023). 

These advancements underscore the potential of RAG 

systems with multilingual and OCR integration to improve 

text generation and information retrieval across various 

applications. 

 

III. METHODOLOGY 

This section details the workflow of our project, which was 

developed using Python, with all analysis, training, and 

evaluations conducted on Google Colab, utilizing a T4 GPU 

with 15GB of RAM. All models were sourced from the 

HuggingFace community and integrated with the LangChain 

framework. The models were fine-tuned using Torch 

Frameworks. 

A. System Workflow 

 

 
Figure 1: The workflow of the proposed QA system 

 

The workflow of our proposed system consists of several key 

stages: 

 Datasets Used: We began by gathering and preparing 

datasets of multilingual scanned documents, involving 

preprocessing steps like OCR (Optical Character 

Recognition) to convert scanned images into text and 

then generating synthetic dataset using OpenAI GPT 3.5 

Turbo model. 

 Fine-Tuning the Embedding Model: We fine-tuned an 

embedding model to handle multilingual text, 

responsible for creating dense vector representations of 

the documents. 

 Document Vector Store (FAISS): We utilized FAISS 

(Facebook AI Similarity Search) for efficient similarity 

search and retrieval of document vectors, enabling quick 

location of relevant documents based on embeddings. 

 Fine-Tuning the Text-to-Text Generation Model 

(MT5): The MT5 model was fine-tuned to improve 

performance in generating accurate and coherent text 

based on the retrieved documents, crucial for handling 

multilingual text generation nuances. 

 Text Generation Model (LLAMA 3): For text 

generation, we used the LLAMA 3 model, quantized and 

then fine-tuned using a prompt tuning strategy to 

generate responses based on information retrieved from 

the document vector store. 

 Quantization of the Model: To optimize the model for 

deployment, we applied quantization techniques, 

reducing model size and improving inference speed 

without significantly sacrificing performance. 

 Prompt Tuning: We fine-tuned the prompts used to 

query the model, ensuring they elicited the most relevant 

and accurate responses from the text generation system. 

 Evaluation Step: Evaluating each model separately and 

then evaluate the full RAG system  

B. Datasets Preparation 

In developing a robust question-answering (QA) system, 

we faced challenges in finding suitable datasets. Many 

publicly available datasets were either incompatible with our 

needs or exclusively in English. After extensive exploration, 

we identified suitable multilingual datasets: XQuAD, 

FQuAD, and MLQA, derived from the well-known SQuAD 

dataset. We focused on four languages: French, English, 

Spanish, and Arabic, creating a custom dataset with extended 

answers to enable better context understanding. 

 

SQuAD Dataset: The Stanford Question Answering 

Dataset includes over 100,000 reading comprehension 

questions in English, collected from Wikipedia articles. 

XQuAD Dataset: The Cross-lingual Question Answering 

Dataset evaluates cross-lingual QA performance, containing 

a subset of paragraphs and question-answer pairs from the 

SQuAD v1.1 development set, translated into multiple 

languages. 

FQuAD Dataset: A French native reading comprehension 

dataset consisting of over 25,000 questions based on 

Wikipedia articles, created by higher education students. 

MLQA Dataset: is an evaluation dataset designed to 

evaluate cross-lingual QA performance, MLQA has about 5K 



“Advanced Retrieval Augmented Generation: Multilingual Semantic Retrieval across Document Types by Finetuning 

Transformer Based Language Models and OCR Integration” 

4406 Ismail OUBAH 1, ETJ  Volume 09 Issue 07 July 2024 

 

extractive QA examples (12K in English) in SQuAD format 

across seven languages and were collected through Wikipedia 

articles and an alignment context method. 

Custom Dataset: Created from scanned documents using 

PaddleOCR for text extraction, focused on French, Spanish, 

and English due to difficulties with Arabic. 

We analyzed the datasets using Python libraries such as 

NumPy, Pandas, MatplotLib, and WordCloud, performing 

data processing and visualization to ensure dataset quality and 

effectiveness. 

C. Fine-Tuning The Embedding Model 

Embedding models are crucial for a RAG application, 

providing dense vector representations of documents. We 

fine-tuned the embedding model using the Sentence 

Transformer Library and a synthetic dataset, focusing on the 

"MultipleNegativesRankingLoss" function and 

"InformationRetrievalEvaluator" for performance 

monitoring. 

Steps included splitting the dataset, formatting it using 

InputExample from Torch library for creating data loaders, 

and setting training parameters (4 epochs, batch size of 16, 

etc.). This process enhanced the model's ability to capture 

domain-specific data nuances, improving retrieval 

performance. 

D. Document Vector Store (FAISS) 

We used FAISS for storing embeddings and metadata of 

multilingual scanned documents due to its performance, 

scalability, specialized indexing, memory efficiency, and 

integration with machine learning frameworks. 

E. Fine-Tuning the Text-to-Text Generation Model 

(MT5) 

The MT5 model was fine-tuned in two stages: first on QA 

datasets (MLQA, XQuAD, FQuAD) and then on our 

synthetic dataset to improve context understanding and 

response quality. We used a T4 GPU for initial training and 

upgraded to an A100 GPU for more efficient training on 

longer sequences. 

F. Quantize and Prompt Tuning the Text Generation 

Model (LLAMA 3) 

We employed the LLAMA 3 instruct model for text 

generation, we applied Post-Training Quantization method 

using the AutoGPTQ library. This process was very 

important to manage the model's size and enhancing its 

inference speed, so that we can easily deploy and testing it on 

our available hardware. We quantized by reducing the 

precision of its weights in the model to 4 bits, thereby 

reducing the memory footprints and computation 

requirements. We used the "wikitext2" dataset during 

quantization to ensure the model maintained high 

performance and accuracy despite the reduced precision. 

After quantization, we prompt-tune the LLAMA-3 model, so 

it better suits the needs of our more specific text generation 

tasks. Prompt tuning is simply fine-tuning the prompts used 

to query the model, ensuring that they are organized in a way 

that gives the most accurate answers. 

 

IV. EVALUATION 

Evaluation is a critical component of the training process for 

machine learning models, especially for Retrieval-

Augmented Generation (RAG) systems. It helps in 

understanding the model's performance, identifying its 

strengths and weaknesses, and guiding further optimizations. 

In this section, we will evaluate the generation model metrics 

and the embedding model metrics. 

A. Evaluation of The Generation Model (MT5) 

Evaluating the performance of QA models is challenging 

because the model might produce answers that are nearly 

correct but not exact. Additionally, an answer might be 

entirely accurate even if the word order differs from the 

ground truth. To assess the model’s responses after fine-

tuning, we employ three widely used metrics in the QA field: 

Exact Match (EM), F1, and BLEU scores. 

Metrics Used in Evaluation 

 EM-score: The Exact Match score (EM) is a binary 

metric that compares the predicted answer to the ground 

truth. If the predicted answer is identical to the ground 

truth, the EM score is 1; otherwise, it is 0. 

 F1-score: The F1-score is the harmonic mean of 

precision and recall and is commonly used to measure 

the accuracy of model predictions in NLP. The F1-score 

ranges from 0 to 1. A score of 1 indicates that both 

precision and recall are perfect, while a score of 0 

indicates that either precision or recall is zero. 

 BLEU-score: The BLEU (Bilingual Evaluation 

Understudy) score evaluates the quality of text translated 

from one language to another. It compares n-grams of the 

predicted answer with those of the reference answer, 

measuring how many n-grams in the predicted answer 

appear in the reference. The BLEU score ranges from 0 

to 1, where 1 indicates a perfect match with the reference 

text. 

B. Evaluation of The Retriever Model for Semantic 

Search 

Evaluating the embedding model is crucial to ensure the 

effectiveness and accuracy of the RAG system. The 

embedding model determines how well the system retrieves 

relevant documents that will be used by the generation model 

to produce answers. Accurate evaluation helps identify 

strengths and weaknesses, guiding further optimizations. We 

employ several metrics to assess different aspects of the 

embedding model's performance: Cosine Accuracy, 

Precision, Recall, Mean Reciprocal Rank (MRR), Mean 
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Average Precision (MAP), and Normalized Discounted 

Cumulative Gain (NDCG). 

Metrics Used in Evaluation 

 Cosine Accuracy: Measures the proportion of times the 

correct documents are among the retrieved results based 

on cosine similarity. 

 Precision: The fraction of relevant items among the 

retrieved items. 

 Recall: The fraction of relevant items retrieved out of all 

relevant items available. 

 Mean Reciprocal Rank (MRR): Evaluates the ranking 

quality by focusing on the position of the first relevant 

document in the retrieved results 

 Mean Average Precision (MAP): Evaluates precision 

across multiple ranks. 

 Normalized Discounted Cumulative Gain (NDCG): 

Evaluates the ranking quality by considering the graded 

relevance of documents and their positions within the 

retrieved results. 

To ensure a comprehensive evaluation, we consider different 

values of K, which specify the number of top-ranked results 

to be evaluated. This allows us to assess the model's 

performance across various retrieval depths, providing a more 

detailed understanding of its effectiveness. 

C. Evaluation of the Full RAG System for MT5 and 

LLAMA 3-8b 

In our project, since we only quantized the LLAMA 3 model 

and performed prompt tuning without making significant 

changes to its weights, we evaluate it within the full RAG 

system. This approach allows us to see its performance and 

compare it with the other model (MT5). Building a 

production-ready RAG application involves optimizing the 

performance of both the Retriever and Generator 

components. Evaluating the models separately provides 

insights into their individual performance, but it is crucial to 

assess how these models work in combination. This 

evaluation identifies areas where the RAG pipeline may 

require improvements and helps track performance over time. 

RAGAS: Retrieval-Augmented Generation Assessment 

RAGAS is a comprehensive framework designed to facilitate 

the evaluation of RAG pipelines at a component level, 

providing the necessary tools and metrics to assess the 

effectiveness of both the retriever and generator components. 

Evaluation Data 

RAGAS leverages LLMs to conduct evaluations, minimizing 

the need for human-annotated data. The framework requires 

the following information for evaluation: 

 Question: The user query that serves as the input to the 

RAG pipeline. 

 Answer: The generated answer from the RAG pipeline. 

 Contexts: The contexts retrieved from the external 

knowledge source used to answer the question. 

 Ground Truths: The ground truth answer to the 

question, required for specific metrics such as context 

recall. 

Metrics Used in Evaluation 

 Context Precision@k: Measures if all relevant items are 

ranked high in the given contexts,  

 Context Recall: Measures how well the retrieved 

context matches the ground-truth answer: 

 Answer Relevance: Measures how relevant the 

generated answer is to the given prompt, based on cosine 

similarity between the original question and reverse-

engineered questions. 

  Answer Correctness: Measures how accurate the 

generated answer is compared to the ground truth, 

considering semantic and factual similarity. 

 Answer Semantic Similarity: Answer Semantic 

Similarity measures how closely the meaning of the 

generated answer matches the ground truth. 

 Faithfulness: measures how well the answer matches the 

information provided. It's like making sure the answer 

sticks to the topic and doesn't go off track. 

Evaluating the embedding model using these metrics 

provides a comprehensive understanding of its performance. 

By employing metrics such as Cosine Accuracy, Precision, 

Recall, MRR, MAP, and NDCG, we can ensure that the 

embedding model effectively retrieves relevant documents 

and ranks them appropriately. The use of specific k values, 

such as 1 to 10 for most metrics and 100 for MAP, allows us 

to assess the model's performance at different levels of 

retrieval depth. This rigorous evaluation is crucial for the 

overall success of the RAG system, as it directly influences 

the quality of the generated answers either by the MT5 or 

LLAMA3 model. 

 

V. RESULTS 

This section presents the evaluation results of the different 

components of our multilingual Retrieval Augmented 

Generation System, we will start by evaluating each 

component by its own and then we will use the RAGAS 

framework to evaluate whole RAG system. 

MT5 Results 

For this model that we fine-tuned it twice , we will first 

evaluate the first version on the test subset that has been 

created from XQUAD,MLQA and FQUAD, we will not rely 

on the Arabic subset cause we didn’t work with it in the later 

stages, so our main focus is to see how it perform in 

English,French and Spanish dataset. After that we will 

evaluate it on the custom made dataset that has been extracted 

from the scanned documents using the PaddleOCR, which 

contains longer answers to see how it performs on them. 

This table contains the obtained results for the first version of 

fine tuning 
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Table 1: Base Model Results 

Language BLEU Score F1 Score EM Score 

Arabic 0.0026 0.0116 0.0000 

English 0.0082 0.0420 0.0000 

French 0.0029 0.0199 0.0000 

Spanish 0.0090 0.0533 0.0000 

 

Table 2: Fine-Tuned Model V1 Results 

Language BLEU 

Score 

F1 Score EM Score 

Arabic 0.3865 0.4732 0.3240 

English 0.5820 0.6597 0.5513 

French 0.5792 0.6603 0.4482 

Spanish 0.5190 0.6414 0.4362 

 

Now passing to evaluating the 2nd Version of fine tuning on 

the longer answers between the 1st and 2nd version 

 

Table 3: Fine-Tuned Model V1 Results on custom dataset 

Language BLEU Score F1 Score EM Score 

English 0.10 0.25 0.00 

Spanish 0.05 0.15 0.00 

French 0.03 0.09 0.00 

 

Table 4: Fine-Tuned Model V2 Results on custom dataset 

Language BLEU 

Score 

F1 Score EM Score 

English 0.65 0.75 0.23 

Spanish 0.59 0.71 0.20 

French 0.61 0.69 0.15 

 

Embedding Model Results 

Fine-tuning and evaluating embedding model is tricky but 

luckily Sentence Transformer made it easy for us. The dataset 

used for evaluating the embedding model is slightly different 

that the other one ,since we managed to augment the dataset 

to 6500+ samples by combining the extracted text  from 

scanned documents and normal type of documents that were 

only focus on the specific domain so that we can ensure high 

quality data and also make the dataset larger ,while using 

GPT 4 to generate question for each context sample. Here is 

how the dataset looks like. 

. Figure 1: A snippet of Evaluation Dataset for 

Embedding Model Evaluation 

 

So, after training the model for 4 epochs with a batch size of 

16 samples , these are the results we could get and comparing 

it with the base model 

 
Figure 3: Comparison of ME5 Base and Fine-tuned 

Model Metrics 

 

The provided results for the base and fine-tuned embedding 

models reveal significant improvements across various 

performance metrics after fine-tuning.  

 

Results of the Full RAG System 

Now passing to the final stage of this approach, evaluating the 

full RAG system using RAGAS. This is different than other 

evaluations because in this step we will prepare a small 

dataset of 10 samples of each language and carefully selecting 

chunks, questions and the ground truth answers that has been 

generated using GPT4 and also with human supervision 

which will look carefully at every triplet 

(context,question,answer) since 30 samples can easily be 

done by human so that we can have a good evaluation of the 

system. This is how the initial dataset for validation looks like  
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Figure 4: A Snippet of the Initial Evaluation Dataset for 

RAGAS Evaluation 

 

1. Evaluation Strategy 

To prepare the dataset on a format how RAGAS expected , 

this is what has been done. 

First we will develop  a simple RAG pipeline using the raw 

documents to build our FAISS database and then we will pass 

each question of the initial dataset on the database so that the 

model embedding model will use semantic search and try to 

retrieve the most similar chunks to the question, after that a 

function to call the generator model will be given the 

retrieved chunks with the question so that it will generate the 

answer of the question from the retrieved context, this will be 

done for both types of generators models the finetuned MT5 

and the quantized LLAMA3-8b model. 

 

The results where MT5 model is the generator component 

 

Figure 5: A Snippet of RAGAS Evaluation Results For 

MT5 as Generator Model 

 

Figure 6: T5 Performance in Various Metrics 

 

The results where LLAMA 3 8b model is the generator 

component 

 
Figure 7: A Snippet of RAGAS Evaluation Results For 

LLAMA3-8b as Generator Model 

 

Figure 8: LLAMA3-8b Performance in Various Metrics 

 

VI. DISCUSSION 

In this chapter, we discuss the implications of our results, 

analyze the performance of each component of the 

multilingual Retrieval Augmented Generation (RAG) 

system, and highlight the limitations encountered during our 

study. 

Interpretation of the Results 

1. OCR Text Extraction High-quality OCR text extraction 

is crucial for our multilingual RAG system, impacting both 

fine-tuning and real-time question answering. OCR errors, 
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such as misrecognitions, can significantly hinder model 

performance. Ensuring high OCR accuracy minimizes these 

errors, allowing better context comprehension and more 

accurate answers. While we did not fine-tune the OCR model, 

doing so could enhance text quality, further improving the 

system’s overall performance. 

2. MT5 Model Performance 

a. Improvement Over Base Model The fine-tuned MT5 

model shows significant improvement over the base model 

across all tested languages (Arabic, English, French, and 

Spanish) after only eight epochs. Metrics such as BLEU, F1, 

and EM scores increased, indicating improved accuracy and 

relevance of generated answers. English, benefiting from 

better optimization and larger training data, consistently 

performed the best. Arabic, however, had the lowest scores, 

highlighting potential challenges with this language. The base 

model’s near-zero scores across metrics emphasize the 

importance of fine-tuning, as it markedly enhances the 

model’s performance and suitability for multilingual tasks. 

b. Comparison Between V1 and V2 Comparing V2 to V1, 

there is a noticeable improvement in BLEU and F1 scores for 

English, Spanish, and French, demonstrating V2's enhanced 

capability in generating relevant and contextually appropriate 

answers. However, EM scores remain low, which is expected 

due to the model’s context-based generation approach, 

leading to variations in exact wording compared to the ground 

truth. 

c. Summary Both V1 and V2 fine-tuned models show 

substantial improvements over the base model. V1 excels 

across all metrics for each language, while V2 enhances 

BLEU and F1 scores further, especially in generating longer 

answers. Despite low EM scores, fine-tuning is crucial for 

improving model performance, particularly for multilingual 

applications. 

3. Embedding Model Performance The fine-tuned 

embedding model exhibits remarkable performance 

improvements over the base model, despite being trained for 

only 4 epochs with a batch size of 16 due to computational 

constraints. Metrics such as accuracy, precision, recall, and 

ranking quality indicate enhanced retrieval and ranking 

capabilities. These results suggest the fine-tuning process was 

highly beneficial, and with greater computational resources, 

even more significant improvements could likely be 

achieved. 

4. Full RAG System Evaluation The LLAMA 3-8b model 

significantly outperforms the fine-tuned MT5 model across 

nearly all evaluation metrics. LLAMA's perfect context 

precision and higher context recall scores highlight its 

superior retrieval capabilities, ensuring access to the most 

relevant information for generating accurate answers. Its 

higher faithfulness and answer correctness scores further 

indicate the generation of factually accurate responses. The 

answer relevancy and similarity scores underscore LLAMA’s 

ability to produce highly relevant answers closely matching 

the ground truth. In contrast, the MT5 model’s lower scores 

reveal weaknesses in generation stages. While the MT5 

model shows promise if fine-tuned on larger, high-quality 

samples, the LLAMA 3-8b model demonstrates superior 

performance, making it a more suitable choice for the RAG 

system in this evaluation. 

 

VII. CONCLUSIONS 

This study successfully explored and implemented a cutting-

edge multilingual Retrieval-Augmented Generation (RAG) 

system, leveraging transformer-based models such as MT5 

and LLAMA 3-8b. Through a thorough review of artificial 

neural networks, deep learning architectures, and natural 

language processing methodologies, we established a solid 

theoretical foundation. Our approach integrated Optical 

Character Recognition (OCR) technologies to process 

scanned documents in multiple languages, significantly 

enhancing the system's ability to handle diverse document 

types. The methodology included full fine-tuning of both the 

embedding and text-to-text generation models, with 

additional optimization and prompt tuning for larger models. 

We utilized various datasets, including SQuAD, XQuAD, 

MLQA, and custom datasets, during the training and testing 

phases, demonstrating that with appropriate datasets and 

extended training epochs, the multilingual base T5 model can 

achieve performance levels comparable to larger models. Our 

evaluations showed that the LLAMA 3-8b model 

outperformed the MT5 model across all metrics, making it the 

optimal choice for applications with access to powerful GPUs 

to manage its weights post-quantization. However, 

challenges such as resource limitations, dataset availability, 

and OCR accuracy constraints were identified, pointing to 

future research and system refinement opportunities. In 

conclusion, this study makes a significant contribution to the 

advancement of multilingual RAG systems and provides 

valuable insights into improving document processing 

capabilities across diverse languages. Future research will 

focus on further exploring transformer architectures, 

expanding dataset resources, and refining OCR technologies 

to enhance system performance and applicability in real-

world scenarios. 
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