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ABSTRACT: Increasing rivalry enforces Indonesia pulp paper industry to focus on competitive products in the market and the 

choice is to develop a Tissue Mill which is equipped with an automation system that has less manpower but require high availability 

that ensures production runs continuously. The minimum target for the availability of automation systems is 99.95%, which since 

commissioning in 2019 has not been reached on average per year until April 2021. Analysis of system failures that causing downtime 

was conducted. Analysis by comparing similar cases in various literatures and references as well for corrective actions and summa-

rize suggested improvements to reduce downtime possibility in order to obtain 99.95% availability or even higher. 
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1. INTRODUCTION  

1.1 General  

Based on McKinsey report in 2019 [1], pulp & paper industry 

began to enter digital revolution. Applying digital technology 

in production process requires expensive investment. How-

ever, reduction in total costs will eventually be achieved, in 

case of pulp & paper industry is estimated to reach 15%.  

 In general, automation systems implemented in every 

kind of industry must go through an assessment stage before 

an appropriate digital technology is decided, and the same ap-

plies to pulp & paper industry particularly at tissue mill sys-

tem that has less manpower hence requires high availability 

of the automation system for 24 hours 7 days per week expec-

tation. The automation system at the jumbo-roll tissue factory 

(or commonly called tissue mill) located in Riau province 

successfully passed commissioning in 2019 with the latest 

ABB brand DCS (Distributed Control System) with lifecycle 

up to 20 years. 

 On the spread-sheet data taken from maintenance check-

sheet of the Tissue Mill, it was noted that the target availabil-

ity 99.95% value had not been achieved during the first year 

of production after commissioning and start-up of the factory 

(see Fig. 1).  

 
Fig. 1 Automation System DCS Availability of a Tissue Mill 

 (Source: Maintenance Check-sheet of RTM) 
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This availability value is a comparison between the actual op-

eration time against planning time of the automation system. 

Availability targeted by management is 99.95%, but the av-

erage availability during that period (1st year) was not 

achieved only reaches 99.75%. For this reason, data collec-

tion was carried out again for 18 months as shown on Table 

1.   

 

Table 1 Automation System DCS Availability of a Tissue Mill 

Month, Year 
Running tar-

get (hrs) 

Downtime 

(hrs) 

Actual opera-

tion (hrs) 
Availability Remark 

February 2022 5208 2 5206 99.96% Production 

March 2022 5040 72 4968 98.57% Production 

April 2022 5208 24 5184 99.54% Production 

May 2022 5208 8 5200 99.85% Production 

June 2022 4704 4 4700 99.91% Production 

July 2022 5208 8 5200 99.85% Production 

August 2022 5040 16 5024 99.68% Production 

September 2022 5208 2 5206 99.96% Production 

October 2022 5040 2 5038 99.96% Production 

November 2022 5208 16 5192 99.69% Production 

December 2022 5208 2 5206 99.96% Production 

January 2023 5040 2 5038 99.96% Production 

February 2023 5208 16 5192 99.69% Production 

March 2023 5040 2 5038 99.96% Production 

April 2023 5208 2 5206 99.96% Production 

May 2023 5040 72 4968 98.57% Production 

June 2023 4704 4 4700 99.91% Production 

July 2024 5208 8 5200 99.85% Production 

   Average 99.82% Increase 7% 

               (Source: Maintenance Check-sheet of RTM) 

 

1.2 Purpose of research     

Accordingly, this article come to query how to elaborate sys-

tem disruption root-causes that lead to downtime and how to 

reduce downtime period which will eventually increase the 

availability of automation system at that tissue mill? The goal 

of this article is to identify all relevant failure factors that 

cause disruption or downtime of mill tissue automation sys-

tem Distributed Control System (DCS) and provide recom-

mendations for improvement and determine appropriate sug-

gestions in order to achieve 99.95% availability target. 

 

2. LITERATURE REVIEW 

In order to meet automation demand, many complex manu-

facturing systems use sophisticated control systems such as 

Distributed Control System (DCS) instead of an old-fash-

ioned relay-based control system [2], [3], [4], [5], [6], [7]. 

However, due to current technology complexity of DCS sys-

tem both hardware and software, maintenance & operator 

ability to diagnose and inspect any failure is unsatisfied be-

cause of knowledge constraint. Operation errors related to 

control process often confuse maintenance team, although 

sometimes problems arise not because of the control system 

but rather equipment problem or field sensor fault or alarm 

indications (for example high-high vibration alarms) that stop 

production lines which are essentially as protection of ma-

chine or engine. 

 According to [3], main problem in a relay-based control 

system is longer time needed by maintenance to diagnose fail-

ures of the control system. Another article describes similar 

issue that when failure occur in the control system about 80% 

of downtime is spent for searching of the source and only 20% 

is spent on repairs [5]. The length of downtime will affect the 

company in terms of employees and equipment idle, loss of 

productivity, data, customer and damaged reputation as well 

[8] 
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 Sadukhan [8] outlines 10 causes of system failures i.e. nat-

ural disasters, hardware failures, software failures, human er-

rors, overloaded systems, workstations attacked by viruses, 

lost network connectivity, lost power, maintenance failures 

and vandalism. A significant but costly solution is converting 

the old system into a new system which is certainly done in 

several stages to minimize downtime [6].  

 Based on downtime losses, there are two types of costs: 

direct and indirect costs. Two costs are directly related to sys-

tem improvement that are repair costs and compensation for 

overtime work. Indirect costs resulting from repairing fail-

ures, loss of customers and loss of productivity of both equip-

ment and employees, also means loss of 3rd party income and 

compensation [8]. This article managed to collect 24 litera-

tures considered relevant with downtime problem solving and 

related to control systems, electronic components or software. 

 

3. METHODOLOGY  

This article uses literature study approaching; thus, analysis 

and solutions are obtained from 35 (Thirty five) literatures 

that have similar concern but different industry. During writ-

ing of this article, it is assumed that all factors that affect to 

the recorded downtime are constant. And presume also there 

is no distinction between planned downtime and unplanned 

downtime.  

 First step for writing this article is to formulate the prob-

lem that occurred at tissue mill, second find literatures and 

study them to look for and understand theories related to ob-

jective research so that it can support and be used further. Par-

allelly, the third step is data collecting as necessary to support 

this research and obtained secondary data from maintenance 

check-sheet. The fourth is collected cases & solutions that 

were selected from literatures that deal with similar problems. 

The fifth is improvement plans which plan and determine 

proper solution. The improvement plan will deliver possible 

solution that will be documented as improvement suggestion. 

The sixth is results and conclusions in accordance to research 

objectives and findings.  

 

4. RESULT AND DISCUSSION  

One article summarized major steps to reduce downtime 

through integration approach in quality management [9] 

which can be applied in this article, i.e.: 

1. Identify the right method. 

2. Select compatibilities and differences among the 

methods. 

3. Select and specify implementation strategies. 

Identification of failure factors is taken from several litera-

tures is arranged on Table 2 below. It is categorized according 

to man, machine, material, measurement, method and envi-

ronment factors.  

 

Table 2 Failure factors and long downtime causes 

Subject Reference Description 

Man [10], [8], [11], [12] Technicians / operators have no experience 

Personnel too confidently ignore the protocol 

Personnel are not focused on their work  

[8] Vandalism/sabotage 

Machine [8] System overload 

Lost network connectivity 

[8], [13], [14] Virus/malware attack to workstation 

[8], [15], [16], [11] Hardware failure, e.g. blown fuse, short-circuit, sensor damage, bro-

ken channel, card/module malfunction. 

[8], [17], [6], [15], 

[11] 

Software failure (due to update or migration or modification process) 

[3], [18], [19] Old-fashion control system /relay system/pneumatic system 

Material [8], [20], [21] 

 

[22] 

All channel & terminal is fully occupied, no idle channel nor spare 

space. 

Spare part is not available in storage. 

Measure-

ment 

[10] Inspection is inaccurate. 

Checking cycle is not enough  

Method [19], [22] There is no maintenance SOP or SOP is not updated 

[19], [10], [22] Daily maintenance check is not applied / ineffective 

[20], [11] Tools are not proper 

[11],  Maintenance planning & scheduling problem  

Environment [10], [8] High humidity. 
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Subject Reference Description 

 [8] No air condition in cabinet room, temperature increases exceeding al-

lowable limit for electronic component of DCS 

 [8], [21] Black-out, no electric & UPS malfunction. 

 [8], [11] Natural disasters, floods, fires or other dangerous incidents related to 

safety. 

 

Start from human factors, according to [10], [8], [11], and 

[12] the factors are new or inexperienced technicians & oper-

ators, personnel are too confident ignoring protocol, person-

nel are not focused on their work, and according to [8] another 

human factor is vandalism or sabotage. Related to machine 

factor, according to [8] the factor is the system is overload 

and loss of network connectivity. Furthermore, [8], [13] and, 

[14] mentioned that the workstation can be attacked by virus 

or malware. [8], [15], [16], and [11] added the cause factor is 

a hardware problem, for example fuse breaking, short circuit, 

dead channel, module/card malfunction. According to [8], 

[17], [6], [15], and [11] the cause is software problems (due 

to the process of updating or migration or modification). Ac-

cording to [3] dan [18], the cause is old model of control sys-

tem like relay or pneumatic system.  

 Material factor takes affect also in causing long downtime 

which is fully occupied channels & terminals thus no idle 

channel nor spare space. are full channel & terminal, and 

there is no spare part available in storage for replacement [8], 

[22]. As for measurement factor, according to [10] the failure 

occurs as results of inaccurate routine inspections and irregu-

lar checking cycles. Method factor according to [19], [22] is 

Maintenance SOP (standard operational procedure) does not 

exist or does not update, Daily maintenance check is not ap-

plied or ineffective [19] [10], [22], inappropriate tools [20] 

[11], and maintenance planning & scheduling problem [11]. 

Environmental factors (environment) are high humidity [10] 

[8], no air condition in cabinet room hence temperature in-

creases exceeding allowable limit for electronic component 

of DCS [8], Black-out or no electricity & UPS malfunction 

[8] [21], and natural disasters, floods, fires or other dangerous 

incidents related to safety [8] [11].  

Recommendations for improvement and prevention to 

avoid long downtime are selected from several literatures 

based on the maintenance point of view and shown on Table 

3. 

 

Table 3 Recommendation for Improvement & Mitigation 

No Recommendation  Reference 

1 Utilize maintenance system that is integrated with the control sys-

tem (CBM, CMMS, ERP, or artificial intelligent systems for failure 

detection and action recommendations) 

[5], [19], [16], [22], [23], 

[24], [25], [26] 

2 Improved maintenance management in methods, planning and 

scheduling. 

[15], [11], [22], [26], [16], 

[29], [35] 

3 Autonomous Maintenance [24], [27], [16], [28], [19], 

[29], [30], [31] 

4 Training for all level of employees on TPM, operations, equipment 

knowledge (including DCS) in order to strengthen sense of belong-

ing and responsibility. 

[10], [13], [16], [33] 

5 Upgrade control system  [3], [13], [18] 

6 Using proper tools [17], [20], [11] 

7 Task & assignment should be stages according to critical level. [6], [11], [34], [35] 

8 Protect network access and secure USB ports on every workstation 

to avoid malware and virus 

[13], [14] 

 

Many researchers highlight necessity of an integrated 

system like “condition-based maintenance monitoring” or 

“CBM”, “computerized maintenance management system” 

or “CMMS”, “enterprise resource planning” or “ERP”, and 

any type of artificial intelligent system for failure detection 

and able to recommend suitable action [5], [19], [16], [22], 

[23], [24], [25], [26]. As a matter of fact, many industries are 

still running with earlier technology of control system like re-

lay system and pneumatic and hydraulic system, so upgrading 

the control system to current technology is also recommended 

facing Industry 4.0 minded [3], [13], [18], [33]. Other re-

searcher stated improvement of maintenance management 

particularly in methods, planning and scheduling as mitiga-

tion to reduce downtime period or even possibility [15], [11], 
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[22], [26], [16], [29], [35]. This will be relevant with one con-

cern manage maintenance task & assignment which should be 

stages or step-by-step completion according to critical level 

[6], [11], [34], [35]. 

Training for all level of employees on Total Productive 

Maintenance (TPM), operations, equipment knowledge (in-

cluding DCS) in order to strengthen sense of belonging and 

responsibility is also important according to [10], [13], [16], 

[33]. While others are specifically mention Autonomous 

Maintenance [24], [27], [16], [28], [19], and [29], [30], [31]. 

Another general practice at user-level is protection of network 

access and secure USB ports at every work-stations to avoid 

malware and virus intrusion [13], [14]. 

Finally, we combine Table 1 and Table 2 to make a bet-

ter understanding which improvement or mitigation should be 

taken for each failure. This combination is provided in Table 

4. 

 

Table 4. Combine Table 1 and 2 (Failure factors/causes and Improvement and Mitigation 

Subject Failures factors/causes Improvement and Mitigation 

Man Technicians / operators have less experience 1. Training for all level of employees on TPM, 

operations, equipment knowledge (including 

DCS) in order to strengthen sense of 

belonging and responsibility. 

2. Autonomous Maintenance 

3. Task & assignment should be relevant with 

employee level 

Personnel too confidently ignore the protocol 

Personnel are not focused on their work  

Vandalism/sabotage 

Ma-

chine 

System overload 1. Utilize maintenance system that is integrated 

with the control system (CBM, CMMS, 

ERP, or artificial intelligent systems for 

failure detection and action 

recommendations). 

2. Protect network access and secure USB ports 

on every workstation to avoid malware and 

virus. 

3. Task & assignment should be stages 

according to critical level. 

4. Upgrade control system 

5. Develop diagnostic warning and alarm noti-

fication in the system 

Lost network connectivity 

Virus/malware attack to workstation 

Hardware failure, e.g., blown fuse, short-circuit, sensor 

damage, broken channel, card/module malfunction. 

Software failure (due to update or migration or modifi-

cation process) 

Old-fashion control system /relay system/pneumatic 

system 

Mate-

rial 

All channel & terminal is fully occupied, no idle chan-

nel nor spare space. 

1. Improved maintenance management in 

methods, planning and scheduling. 

2. Task & assignment should be stages 

according to critical level. 

3. Order critical spare part immediately once 

being used and make it ready on hand 

Spare part is not available in storage. 

Meas-

urement 

Inspection is inaccurate. 1. Improved maintenance management in 

methods, planning and scheduling 

2. Task & assignment should be stages accord-

ing to critical level 

Checking cycle is not enough  

Method There is no maintenance SOP or SOP is not updated 1. Improved maintenance management in 

methods, planning and scheduling  

2. Autonomous Maintenance 

3. Using proper tools 

 

Daily maintenance check is not applied / ineffective 

Tools are not proper 

Maintenance planning & scheduling problem  

Envi-

ronment 

High humidity. 1. Upgrade environment control system regarding 

humidity and natural disaster (early warning 

system). 

2. Task & assignment should be stages according 

to critical level. 

No air condition in cabinet room, temperature increases 

exceeding allowable limit for electronic component of 

DCS 

Black-out, no electric & UPS malfunction. 
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Subject Failures factors/causes Improvement and Mitigation 

Natural disasters, floods, fires or other dangerous inci-

dents related to safety. 

3. Autonomous Maintenance 

 

Regarding the real-time & integrated system, there is 

case studies in three Australian companies show their efforts 

to avoid production losses due to electrical equipment failures 

along with reducing downtime and increasing efficiency by 

applying additional algorithms in existing control systems to 

obtain real-time data access with the aim of getting a quick 

response from production and maintenance personnel [21]. 

 

5. CONCLUSION AND SUGGESTION 

All relevant failure factors are identified and 

recommendations for improvement is also provided. Imple-

menting sophisticated system for maintenance will be very 

beneficial, but the investment costs that must be incurred by 

the company will be huge so it must be elaborated further and 

budgeted in CAPEX (Capital Expenditures) and this can be 

planned for future of long-term goal. 

In case of short-term goal maintenance team can take 

preventative actions by conducting daily regular checks via 

DCS engineering workstation to observe system healthiness 

and identify any alarm & error. Person in-charge should be 

chosen dedicated for DCS and he/she to make planning & 

prepare recommendations for immediate action and correc-

tive action in case warning alarm occur prior failure happen-

ing. The PIC importantly to ensure spare parts are placed at 

maintenance storage that should be in case replacement 

needed. Consultation with control system expert can be done 

by giving remote access to the advisor or vendor to get imme-

diate response. 

Further research can be conducted for impact of novel 

Industry 4.0 (I4.0) technology implementation in Total Pro-

ductive Maintenance (TPM) performance particularly to see 

zero-downtime possibility. 
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