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ABSTRACT: This research discusses credit card fraud detection using machine learning algorithms, specifically Random Forest 

Classifier and Neural Networks. Research methods include the EDA (Exploratory Data Analysis) stage, data preprocessing, 

building Random Forest and Neural Networks models, as well as model evaluation. The data used comes from the Kaggle dataset 

that has been provided. Data analysis is carried out using Pandas to understand the structure and content of the data, while 

preprocessing involves checking for duplicates, displaying data information, and statistical descriptions. The research results show 

that the Random Forest model achieved an accuracy of 96% in detecting credit card fraud, while Neural Networks also provided 

good results. A comparison of the performance of the two algorithms shows that both are effective in detecting fraud. Suggestions 

for further development include comparing the performance of the model with other algorithms, exploring the factors that 

influence fraud detection, and developing a more complex and adaptive detection system. The positive implication of the results of 

this research is increased efficiency in credit card fraud detection, which can provide major benefits in protecting consumers and 

financial institutions from detrimental fraudulent activities. References used in the research are also included to support the 

validity and accuracy of the findings obtained. 
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1. INTRODUCTION 

Credit card fraud is one example of data manipulation in the 

e-commerce industry. Because credit card fraud is so 

common, preventing it can be difficult. Therefore, it is 

important to identify credit card fraud as soon as it occurs. 

Determining the validity of a transaction is a fraud detection 

process[1]. Credit/ Debit cards/ any financial services are 

small plastic cards given to members of certain financial 

organizations with proper identity and verification[2]. 

Economic fraud is a hassle that has been confirmed 

to be a hazard and has some distance-reaching effects within 

the financial industry[3]. There are several types of financial 

fraud such as credit card fraud, securities fraud, insurance 

fraud, etc[4]. Credit card transactions in Indonesia increased 

to 28.360 in May 2022 from 23.452 in the same month the 

previous year. Credit cards are often the focus of crimes such 

as transaction fraud, which is the term for illegal transactions 

carried out by third parties using the credit card holder’s direct 

data, because of their widespread use[5]. 

The recognition of credit card cellular payments 

has provided more possibilities for fraudsters to commit 

credit card fraud, through strategies together with credit card 

searches, counterfeit card fraud, payment fraud, etc[6]. Credit 

card fraud is characterized by an entity gaining unauthorized 

access to a card to make purchases[7]. Card and debit cards 

are used for card operations; they are utilized to make  

purchases of goods and services both online and in physical 

 

locations. When making transactions online, fraud is made easier 

because it is sufficient to have the card data without having to 

provide them[8]. 

Using fraudulent credit cards to make purchases without 

paying for them is known as credit card fraud. This study examines 

current techniques for detecting credit card fraud and classifies 

them into two major groups. Furthermore, we look into how Neural 

Network models can be used to resolve the credit card fraud 

detection problem [9]. Economic fraud is a main difficulty this is 

becoming worse and affects the government, corporate community, 

and financial sector in many ways[10]. Offline payments are 

distinguished by being physical. For offline payments, the 

cardholder must be present and provide their PIN. The credit card 

number of the cardholder is the first thing needed for online 

payment fraud. Credit cards are used both online and offline[11]. 

This has a significant impact on increasing online 

commercial transactions or electronic commerce[12]. Due to rapid 

technological advances, the use of credit cards for financial 

activities has increased drastically. Advanced techniques are used 

in credit card activities, requiring effective technology to detect 

fraud to secure the payment system[13]. 

2. RESEARCH METHODS 

This research is quantitative research that uses datasets that have 

been verified and classified as fraudulent or non-fraudulent 

transactions. This research will limit itself to credit card fraud 

detection methods that use Neural Networks and Random Forest
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Classifier algorithms. Using publicly available credit card 

transaction data as a starting point, this research will test how 

well machine learning algorithms overall perform in 

identifying credit card fraud using Neural Networks and 

Random Forest Classifier methods. 

2.1. Work Procedures 

 
 

Figure 1. Preparation Phase 

 

A. EDA (Exploratory Data Analysis) 

Data analysis is carried out at the EDA stage to identify 

characteristics and trends in credit card transaction data. This 

analysis includes distribution variables, correlation between 

variables, as well as data visualization to find insights that 

can be used in developing models for credit card fraud 

detection. EDA is an important first step in understanding the 

characteristics of data before entering the preprocessing and 

machine learning model development stages. 

B. Preprocessing 

Data preprocessing is carried out before building a credit 

card fraud detection model using machine learning 

algorithms. Preprocessing steps that can be taken include: 

1. Reading the dataset: Collections and data containing 

verified credit card transactions are loaded into the 

system for analysis. 

2. Data Information: Basic information about the data set, 

such as number of entries, columns, and data types, is 

checked. 

3. Data Cleaning: Any missing values or inconsistencies in 

the data set are handled and corrected. 

4. Exploratory Data Analysis: Initial insights and patterns 

in the data are explored to understand its characteristics. 

5. Preprocessing: Data is prepared for model building 

through techniques such as normalization, categorical 

variable coding, and feature scaling. 

C. Random Forest 

This step includes building a machine learning model using 

the Random Forest Classifier algorithm. Separating data as 

training data and test data, model training, model testing, and 

model evaluation using metrics such as accuracy, confusion 

matrix, and classification report to evaluate model 

performance. 

D. Neural Networks 

Prepare data that has gone through the data cleaning and 

data preparation stages. Choosing a neural network model 

architecture that is appropriate for the problem of credit card 

fraud detection. To train and test the model, break up the  

 

problem of credit card fraud detection. To train and test the 

model, break up the data into education and test sets. Building 

neural network models using the TensorFlow library in a Python 

environment. Train the model using training data and adjust 

parameters such as the number of layers, number of neural 

networks, and activation function. Test the model using test data to 

evaluate credit card fraud. 

E. Evaluation 

At this stage, the evaluation results are carried out on the machine 

learning model that has been built using the Random Forest 

Classifier and Neural Networks algorithms. Evaluation is carried 

out by separating the data into training and testing sets, training 

the model, testing the model, and evaluating model performance 

using metrics such as accuracy, confusion matrix, and 

classification report. The results of this evaluation are important to 

determine how well the model can detect credit card fraud based 

on the available transaction data. 

2.2. Tools and Materials 

A. Tools 

In this research, the tools used have the following specifications: 

Windows 11 Pro 64 bit, Processor Ryzen 7 4800H with Radeon 

Graphics 2.90 Ghz – 4.2GHz, ROM 512GB, RAM 16GB, GPU 

 Nvidia Geforce RTX 2060 6GB. 

B. Materials 

This research uses an online dataset from Kaggle with a link: 

https://www.kaggle.com/datasets/nelgiriyewithana/credit-

card-fraud-detection-dataset-2023. 

 
3. RESULTS AND DISCUSSION 

3.1.1. Results EDA (Exploratory Data Analysis) 

PD.read_csv('creditcard_2023.csv') is a command in Python using 

the Panda's library to read and insert data from a CSV (Comma-

separated values) file into a df variable as a data frame. df. head() 

is used to display the first 5 rows of the df data frame.  

 

df.info() is a command in Python using the panda's library to 

display information about a data frame.  

 

df. describe() is a command in Python using the Panda's library to 

display a statistical description of a data frame. 

 

EDA (Exploratory 
Data Analysis)

Preprocessing

Random Forest

Neural Networks

Evaluation

http://www.kaggle.com/datasets/nelgiriyewithana/credit-
http://www.kaggle.com/datasets/nelgiriyewithana/credit-
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This diagram displays the distribution of data consisting of 

three features, namely "Density", "Fraud", and several other 

features, which have not been written clearly. "Density" data 

is located on the horizontal axis, while "Fraud" is located on 

the vertical axis. 

 
Figure 2. EDA (Exploratory Data Analysis) 

3.1.2. Preprocessing 

The following are the stages and results of the preprocessing 

carried out: 

1. Read the dataset using ‘pd.read_csv()’ and display the 

header with ‘df.head()’. 

2. Display data information using 'df.info()', which shows 

that the dataset consists of 568,630 rows and 31 

columns, with mixed data types. 

3. Display a description of the data using df. describe(), 

which shows general statistics such as mean, standard 

deviation, and quartiles. 

4. Check whether there are duplicate values using df. 

duplicated().any(), which indicates that there are no 

duplicate values. 

5. Perform EDA (Exploratory Data Analysis) using several 

visualizations, such as pie charts and density plots. 

6. Preprocessing: Defining X and the target value (Y) using 

df. drop() to remove the 'id' and 'Class' columns from the 

dataset, Performing feature scaling using StandardScaler 

from sklearn. preprocessing. 

3.1.3.Modeling with Random Forest 

Random Forest is an ensemble learning method that utilizes 

many decision trees (tree-1, tree-2, ..., tree-n) as classifiers. 

Each tree will produce a certain classification (Class-X or 

Class-Y). To get the final result, a majority vote will be 

carried out on the classification of each tree. For example in 

the image, tree-1 and tree-n produce Class-X classification, 

while tree-2 produces Class-Y classification. By voting with 

a majority, the final result is Class-X. 

 

Figure 3. Modeling with Random Forest 

 

A. Confusion Matrix 

For the performance of the classification model, an image called a 

confusion matrix is used. It compares predicted values (Positive 

and Negative) using actual values (Positive and Negative) and 

groups them into four types. 

• True Positive (TP): The model correctly predicts a positive 

outcome. 

• False Positive (FP): The model incorrectly predicts a positive 

outcome. 

• True Negative (TN): The model correctly predicts negative 

outcomes. 

• False Negative (FN): The model incorrectly predicts a 

negative outcome. 

 

Figure 4. Confusion Matrix 

B. Accuracy 

Accuracy is the comparison of the number of correct cases 

predicted (TP+TN) with the total number of cases, namely correct 

cases (TP+TN) plus incorrect cases (FP+FN). 

 

C. Precision 

Precision is the ratio of the number of cases correctly classified as 

positive (TP) to the total number of cases predicted to be positive 

(TP+FP). 

 

D. Recall 

Recall is the ratio of the number of cases correctly classified as 

positive (TP) to the total number of positive cases (TP+FN). 

 

E. F1-Score 

F1-Score is a measure of classification performance that takes 

both precision and recall values in its calculations, taking into 

account the harmonic average of these two values using the 

equation F1-score = 1 (2 x Precision x Recall / (Precision + 

Recall)). 
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3.1.4.Modeling with Neural Networks 

The results of Neural Networks training consist of two main 

values, namely loss and val_loss. Loss is the error or gap 

between the desired value and the value produced by the 

model, while val_loss is an error in data validation. These 

values are used to measure model performance and perform 

optimization. Apart from that, Neural Networks will also 

produce various internal parameters, such as weights and 

biases, which are used in the calculation process. 

 
Figure 5. Modeling with Neural Networks 

3.1.5.Evaluation result 

A. Confusion Matrix Random Forest 

The first row represents the number of actual positive 

samples (56408) and the number of false positives (342). 

False positives are events where the algorithm incorrectly 

classifies a negative sample as a positive sample. The second 

row represents the number of false negatives (4125) and the 

number of actual negative samples (52851). 

 

Figure 6. Confusion Matrix Random Forest 

B. Classification Report Random Forest 

The table shows the classification report for the binary 

classification model with classes ‘0’ and ‘1’. The report 

includes precision, recall, and F1-score for each class, as well 

as support. Weighted average takes into account the number 

of instances for each class, whereas macro average treats all 

classes equally. Macro average precision was 0.99, recall 

0.96, and F1-score 0.96. 

 

Figure 7. Classification Report Random Forest 

C. More Specific Classification Report Random Forest 

A more specific classification report shows the accuracy, 

sensitivity, specificity, and F1-Score of a classification 

model. Accuracy shows the percentage of correct model 

predictions, namely 96.07%. Sensitivity or recall shows the 

model's ability to detect the positive class, namely 92.76%. 

 

Specificity shows the model's ability to detect the negative class, 

namely 99.39%. F1-Score calculates the harmonic performance of 

sensitivity and precision, which is 95.94%. However, there is an 

error in using the negative sign (-) in the F1-Score. F1-Score must 

be positive and lower than 1.0. So, the correct F1-Score is 

0.9594532037142935. 

 

Figure 8. More Specific Classification Report Random Forest 

 

D. Receiver Operating Characteristic Random Forest 

The ROC curve is a graph used to show the performance of binary 

classification, where the x-axis shows the average false positives 

and the y-axis shows the average true positives. Therefore, the 

ROC area of 0.99 indicates that this classification model is almost 

perfect for classifying the data. 

 
Figure 9. Receiver Operating Characteristic Random Forest 

E. Neural Networks 

The results of Neural Networks training consist of two main 

values, namely loss and val_loss. Loss is the error or gap between 

the desired value and the value produced by the model, while 

val_loss is an error in data validation. These values are used to 

measure model performance and perform optimization. Apart 

from that, Neural Networks will also produce various internal 

parameters, such as weights and biases, which are used in the 

calculation process. 

 

Figure 10. Neural Networks 

3.2. Discussion 

3.2.1. Performance of the Random Forest Classifier Algorithm 

in Credit Card Fraud Detection 

The Random Forest Classifier algorithm shows excellent 

performance in detecting credit card fraud. In this research, the  
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algorithm succeeded in achieving 96% accuracy in 

predicting fraudulent transactions from all transactions. 

Apart from that, the evaluation results show that this 

algorithm has a precision of 93%, a recall of 99%, and an F1-

Score of 96% for the fraudulent transaction class (class 0). 

Meanwhile, for the non-fraudulent transaction class (class 1), 

this algorithm has a precision of 99%, recall of 93%, and F1-

Score of 96%. This shows that the Random Forest Classifier 

algorithm is very effective in identifying fraudulent 

transactions with a high level of accuracy [10]. 

3.2.2. Performance of Neural Network Algorithms in 

Credit Card Fraud Detection 

In this study, the performance of the Neural Network 

algorithm in detecting credit card fraud was evaluated. The 

research results show that NN can detect credit card fraud 

with a high level of accuracy, so it can be an effective 

solution in preventing losses due to credit card fraud[9]. 

3.2.3. Comparison of Algorithm Performance Between 

Random Forest Classifier and Neural Networks 

In this research, the Random Forest Classifier algorithm 

succeeded in achieving 96% accuracy in predicting 

fraudulent transactions, with high precision, recall, and F1-

Score values for both transaction classes [10]. In comparison, 

previous research using Neural Networks also achieved good 

results in detecting credit card fraud with high accuracy. 

However, it should be noted that evaluating the performance 

of Neural network models on validation datasets is also 

important to assess the generalization ability of the model[9]. 

3.2.4. Implications of Research Results 

These results show significant improvements compared to 

previously used traditional machine learning models. With 

increased detection efficiency, both financial institutions and 

individuals can more effectively address the problem of 

credit card fraud, reducing losses caused by fraudulent 

activities [17]. 

 

4. CONCLUSION 

This research discusses credit card fraud detection using 

machine learning algorithms, specifically Random Forest 

Classifiers and Neural Networks. A comparison of the 

performance of the two algorithms shows that both are 

effective in detecting fraud. The results of this research have 

positive implications for improving the efficiency of credit 

card fraud detection, as well as contributing to the 

understanding of the application of machine learning 

algorithms in the problem of credit card fraud detection. 
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